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a b s t r a c t

A large amount of literature provides empirical evidence in support of Marshall or Jacobs theories regard-
ing the specialization or diversity effects on the economic performance of regions. This paper surveys
these scholarly contributions and summarizes their results according to their similarities and differences.
The reviewed empirical work presents a diverse picture of possible conditions and circumstances under
which each kind of externalities could be at work. The wide breadth of findings is generally not explained
by differences in the strength of agglomeration forces across industries, countries or time periods, but by
measurement and methodological issues. The levels of industrial and geographical aggregation together
with the choice of performance measures, specialization and diversity indicators are the main causes for
12
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the lack of resolution in the debate. The 3-digit industrial classification seems to be the level at which
MAR and Jacobs effects are undistinguishable from one another, and this is often exacerbated by a high
level of geographical aggregation.

© 2008 Elsevier B.V. All rights reserved.

lar industry within that region. This specialization encourages the
transmission and exchange of knowledge, of ideas and informa-
tion, whether tacit or codified, of products and processes through
rowth
nnovation

. Introduction

For about 20 years now there has been a resurgence of interest
n the economics of industrial clustering. While initially fuelled by
he work of Porter (1990), growth and industrial economists have
esurrected the traditional agglomeration forces that urban and
egional economists have long taken for granted. The observation
hat innovative activities are strongly geographically agglomerated
oth in Europe (Cäniels, 1999; Breschi, 1999) and the US (Jaffe, 1989;
eldman, 1994; Audretsch and Feldman, 1996) has thus led many
esearchers to investigate the likely causes of this phenomenon.

The nature and utility of knowledge is at the heart of R&D
conomics, innovation and technological change. Two types of
xternalities are usually recognized to play a major role in the pro-
ess of knowledge creation and diffusion (Glaeser et al., 1992):
pecialization externalities, which operate mainly within a spe-
ific industry and diversity externalities which work across sectors.

arshall (1890) observes that industries specialize geographi-

ally, because proximity favours the intra-industry transmission
f knowledge, reduces transport costs of inputs and outputs, and
llows firms to benefit from a more efficient labour market. Jacobs

∗ Corresponding author at: Département de mathématiques et de génie industriel,
cole Polytechnique de Montréal, C.P. 6079, succ. Centre-ville, Montréal (Québec),
anada H3C 3A7.

E-mail address: catherine.beaudry@polymtl.ca (C. Beaudry).

048-7333/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.respol.2008.11.010
(1969) believes in diversity as the major engine for fruitful inno-
vations, because “the greater the sheer number of and variety of
division of labour, the greater the economy’s inherent capacity for
adding still more kinds of goods and services” (Jacobs, 1969, p. 59).1

A closely related debate concerns competition externalities (Porter,
1990). Porter argues that local competition rather than monopoly
favours growth and the transmission of knowledge in specialized
geographically concentrated industries.

On the one hand, Marshall (1890), Arrow (1962), and Romer
(1986) put forward a concept, which was later formalized by the
seminal work of Glaeser et al. (1992) and became known as the
Marshall–Arrow–Romer (MAR) model. This model claims that the
concentration of an industry in a region promotes knowledge
spillovers between firms and facilitates innovation in that particu-
imitation, business interactions, inter-firm circulation of skilled

1 Jacobs refers to the sheer number and division of labour which is related to,
but in some studies considered different from, what is generally known as urban-
ization economies measured by urban size and density. Since large cities are more
likely to include universities and other public research institutions, Harrison et al.
(1997) argue that their dense presence supports the production and absorption of
tacit knowledge which stimulate innovation and contribute to growth. In this paper,
urbanization externalities will be nevertheless associated with Jacobs in opposition
to specialization (MAR) externalities.

http://www.sciencedirect.com/science/journal/00487333
http://www.elsevier.com/locate/respol
mailto:catherine.beaudry@polymtl.ca
dx.doi.org/10.1016/j.respol.2008.11.010
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the great divergences of opinions within the academic community
are explored in Section 3, which focuses on indicators for MAR and
Jacobs externalities. The possible conditions and circumstances
under which each kind of externalities could be at work are
C. Beaudry, A. Schiffauerova /

orkers, without monetary transactions (Saxenian, 1994). Knowl-
dge externalities between firms, however, only occur among firms
f the same or similar industry, and thus can only be supported
y regional concentrations of the same or similar industries. It is
onsequently also assumed that there cannot be any transmission
f knowledge spillovers across industries. These localization exter-
alities are likely to arise when the industry to which a firm’s main
ctivity belongs is relatively large (Frenken et al., 2005). Workers
re consequently better protected from business uncertainty and
emand shocks if located in a region with a large local base in their
wn industry (Mukkala, 2004). Glaeser et al. (1992, p. 1127) further
rgue that “local monopoly is better for growth than local competi-
ion, because local monopoly restricts the flow of ideas to others
nd so allows externalities to be internalized by the innovator.”
he MAR model therefore perceives monopoly as better than com-
etition as it protects ideas and allows the rents from innovation
o be appropriated. Such interactions can thus positively influ-
nce firm productivity and growth. These intra-industry spillovers
re known as localization (specialization) externalities, Marshall
r MAR externalities. In this paper we will use Marshall or MAR
ndistinctively.

Marshall mentioned two other benefits of geographic con-
entration: labour market pooling and transport cost savings.
conomies of scale emanating from shared inputs in the form of
abour equipment and infrastructure between large concentrations
f firms from the same industry are another important source of
ocalization economies (Krugman, 1991). Firms generally locate
lose to their suppliers to reduce transportation costs and close to
heir customers to reduce distribution costs (Le Blanc, 2000). The
abour market pooling argument rises from the fact that in many
ndustries, workers are often victim of fluctuating demand (this is
articularly true for aerospace contracts for instance). The local con-
entration of firms within the same industry gives rise to a greater
umber of employment opportunities to dismissed workers. The
igration of these workers from firm to firm also contributes to

nowledge spillovers.
Jacobs (1969), on the other hand, argues that the most impor-

ant sources of knowledge spillovers are external to the industry
ithin which the firm operates. Since the diversity of these knowl-

dge sources is greatest in cities, she also claims that cities are the
ource of innovation. Her theory emphasizes that the variety of
ndustries within a geographic region promotes knowledge exter-
alities and ultimately innovative activity and economic growth.
more diverse industrial fabric in close proximity fosters oppor-

unities to imitate, share and recombine ideas and practices across
ndustries. A science base, which facilitates the exchange and cross-
ertilization of existing ideas and the generation of new ones across
isparate but complementary industries, represents the common
asis for interaction. The exchange of complementary knowledge
cross diverse firms and economic agents thus facilitates search
nd experimentation in innovation. A more diverse economy is con-
ucive to the exchange of skills necessary to the emergence of new
elds (Harrison et al., 1996). Combes (2000a) specifies that this pre-
uppose that sectors are close technologically, in other words that
nventions in one sector can be incorporated in the production of
nother industry. In addition, a well functioning infrastructure of
ransportation and communication, the proximity of markets, and
etter access to specialized services are additional sources of urban-

zation externalities which facilitate the operation of firms. Jacobs
ees diversity rather than specialization as a mechanism lead-
ng to economic growth. Therefore, a diversified local production

tructure gives rise to urbanization (diversification) externalities
r Jacobs externalities. A further argument in her thesis concerns
ompetition which is more desirable for growth of cities and firms
s it serves as a strong incentive for firms to innovate and hence
peeds up technology adoption.
ch Policy 38 (2009) 318–337 319

The third type of externality refers to Porter’s (1990) argument,
also associated with Jacobs,2 that competition is better for growth.
Strong competition in the same market provides significant incen-
tives to innovate which in turn accelerate the rate of technical
progress of hence of productivity growth. Combes (2000a) high-
lights the fact that high competition acts as a strong incentive to
R&D spending, since firms are forced to be innovative in order to
survive (van Oort and Stam, 2006). The Schumpeterian model how-
ever also states that if innovation occurs at too fast a pace, the
returns on R&D investment are too low hence counterbalancing the
incentive for further spending. Porter also argues that knowledge
spillovers occur mainly within a vertically integrated industry, thus
agreeing with the Marshallian specialization hypothesis in iden-
tifying intra-industry spillovers as the main source of knowledge
externality.

MAR, Jacobs and Porter agree that there are geographical effects
of the agglomeration of firms, but that is as far as it goes. They
disagree on the effect of industry concentration, MAR (and Porter)
arguing that knowledge spills over from firms of the same indus-
try, while Jacobs makes the case for variety of industries. The
two schools of thoughts also disagree on the effect of diversity,
Jacobs arguing that knowledge spills over across industries while
MAR (and Porter) specifically argue against this. MAR and Jacobs
hypotheses also differ in the effect that local competition has on
knowledge spillovers and growth, Jacobs (and Porter) favour a more
competitive environment as conducive to growth while MAR would
argue that such an environment is not conducive to innovation as
the risks of idea leakages to others are too high.

As a consequence, the question as to which of the Marshall–
Arrow–Romer (MAR) or Jacobs externalities is the most beneficial
to growth or innovation is rather complex.3 Whether diversity or
specialization of economic activities better promotes technological
change has been the subject of a heated debate in the economic
literature. The answer seems to be “it depends”, which of course is
probably the most common answer in economics! It depends on
the way it is measured, where it is measured, on which industries,
at which level of aggregation. Our contribution to the literature is
therefore twofold. First, our aim is to provide a census of the papers
that have dealt with the MAR-Jacobs dichotomy (i.e., the regression-
based studies providing direct answers in the urbanization versus
localization debate). Second, our goal is to identify the threshold at
which either theory becomes dominant from the point of view of
the level of industrial aggregation, of spatial agglomeration, and so
on. It is not the aim of this article to try to determine which one of
the two concepts provides a more favourable environment for inno-
vation and economic development, but to investigate why it is that
the literature still remains relatively inconclusive. This paper there-
fore attempts to find the similarities between the various studies in
order to draw conclusions on the question.

The remainder of the paper is organized as follows: Section
2 briefly describes knowledge externalities and their role in
economic growth and innovation, and presents a summary of the
main scholarly articles that provide some empirical evidence in
favour or against the MAR and Jacobs theories. The reasons behind
2 Although Jacobs does not formally discuss the effect of competition on growth,
the concept is associated with this “school of thought”. She is referring to the com-
petition of new ideas rather than in the product market.

3 As will be explained later in the paper, less than half of the articles surveyed
include competition or Porter externalities in their analyses, as a consequence, the
main focus of the paper will remain MAR and Jacobs externalities.
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Table 1
Sources of spillovers.

MAR Jacobs Porter

the specialized regions and consequently to their decreased capac-
20 C. Beaudry, A. Schiffauerova /

eviewed and discussed in Section 4 (industrial classification
nd aggregation) and Section 5 (geographical aggregation). The
arious sources of discrepancies and their impact on three types of
erformance measures are evaluated in Section 6. Finally, Section
concludes.

. Knowledge externalities

In general, an externality is defined as an effect emanating from
ne activity that has consequences for another activity, but is not
irectly reflected in market prices. Knowledge externalities can
ositively affect a firm’s innovativeness. The firm usually cannot
ully appropriate the new knowledge it creates, and this knowledge
hus spills over to other firms or organizations. By “working on sim-
lar things and hence benefiting much from each others’ research”
Griliches, 1992, p. S36–37), knowledge spillovers increase the stock
f knowledge available for each individual firm.

These spillovers involve tacit knowledge, and their transmis-
ion thus depends on distance. Tacit knowledge is ill-documented,
ncodified and can only be acquired through the process of social

nteraction. Consequently, knowledge spillovers are geographically
ounded to the region in which the new economic knowledge is
reated (Anselin et al., 1997; Autant-Bernard, 2001; Feldman and
udretsch, 1999). This introduces the need for geographical proxim-

ty and creates an impetus for firms to concentrate in regions, where
ther firms “emitting” knowledge spillovers are located (Feldman,
994). Bathelt et al. (2004) examine the process of knowledge cre-
tion within clusters (local buzz) in addition to the part played by
nter-cluster knowledge diffusion and generation. The two main
ypotheses on the nature of these externalities and the consequent
omposition of industrial activity are MAR and Jacobs externalities.

The phenomenon of knowledge externalities and their impact
n economic growth and innovation have attracted a great deal
f attention in academic circles. Nevertheless, it seems that the
xact spillover mechanism is not yet fully understood and doc-
mented. In fact, there is no direct proof of the existence of
nowledge spillovers and there probably never will be. A large
mount of literature provides empirical evidence in support of the
arshall and Jacobs theories; however, the results of these stud-

es are often inconsistent with one another. This section provides
brief survey of these studies and discusses their basic results.

he sample of studies is by no means exhaustive. Many other
tudies have dealt with similar issues. For example, Rigby and
ssletzbichler (2002) note the deficiencies of the most common
tudies which represent agglomeration economies with very vague
roxies (e.g., city size) and suggest to precisely measure three kinds
f agglomeration economies: input–output linkages, labour pool-
ng and technological spillovers (following Marshall, 1890). They
laim that these agglomeration economies are more precise in their
eaning than localization and urbanization economies. Duranton

nd Puga (2004), however, do not regard the Marshall’s classifi-
ation of agglomeration economies as a particularly useful basis
or the taxonomy of theoretical mechanisms, since these agglom-
ration economies are in fact three sources capturing the same
echanism. They suggest distinguishing theories by the mecha-

ism driving them and propose another formulation based on the

otions of sharing, matching and learning, which brings the analysis
own to a more basic set of variables.4

The majority of theories put forward in the surveyed papers sug-
ests that either MAR or Jacobs externalities are at play, but not

4 These are very interesting studies, but since the focus of the paper is on a rather
arrower concept (i.e., the regression-based studies providing direct answers in the
rbanization versus localization debate), we do not include them in our sample of
apers and leave them for further discussion.
Specialization + − +
Diversity − + −
Competition − + +

both simultaneously, others include Porter or competition external-
ities in their models of agglomeration economies (see for instance,
Baptista and Swann, 1999; Lee et al., 2005; van Oort, 2002; van Oort
and Stam, 2006). Table 1 presents the sources of spillovers accord-
ing to these theories. Yet, this apparent segregation with regards
to MAR and Jacobs theories is not reflected from all these find-
ings as almost half of the studies examined have reported both
MAR and Jacobs externalities. In most models therefore, the posi-
tive effects of both kinds of externalities are not mutually exclusive.
Thus, quite a balanced support for both theories is provided by
the surveyed studies, hence sufficient evidence exists to claim that
both specialized and diversified local industrial structures may pro-
mote economic performance of regions. Duranton and Puga (2000,
p. 553) indeed state that “there appears to be a need for both large
and diversified cities and smaller and more specialized cities”. Their
theoretical model shows that while diversified cities play a crucial
role in the development of innovation, specialized cities are more
conducive to further growth.

Table 2 summarizes the results from the 67 reviewed articles,5

the evidence therein having shown to be partly in conflict with
one another. Around 70% of these studies claim to have found
some proof of existence of Marshall externalities and their positive
impact on economic growth or innovative output, while a com-
parable proportion of the studies (75%) confirm Jacobs’ thesis of
a favourable influence of diversification of economic activities in a
region. Around half of the studies providing support for each theory
found uniquely positive results; the other half, however, reported
concurrently positive and negative or non-significant results for
various industries, time periods, countries or dependent variables.
The situation is similar if we compare the results summary counted
by number of variables.6 Here, as in the remainder of the paper,
each ‘variable’ used in the models examined to measure externali-
ties (MAR or Jacobs) will be counted and linked with each indicator
used as a dependent variable. A comparable percentage of MAR
and Jacobs variables (57% and 56%) show a positive impact. For
most of these variables, the results are uniquely positive, however,
10% of all variables are found to have both positive and negative
or non-significant results for different time periods, industries and
countries.

Although positive evidence for both types of externalities is
measured, many of these studies have also detected negative
impacts. The score is much less balanced here, because the solely
negative influence is observed much more often for Marshall exter-
nalities than for Jacobs externalities (only in 3% of all the studies).
These findings suggest that if regional specialization may hinder
economic growth, diversification is much less likely to induce this
negative effect. This may be first related to the lower flexibility of
ity to adjust to exogenous changes, which may prove critical if the
main industry in the region declines. In a diversified environment
endowed with a wider technological scale, the chances that some

5 An unpublished appendix available from the authors contains the summary of
the main characteristics, variables, indicators and results from the studies that we
have examined.

6 Many papers use various indicators or a number of independent variables in
their studies. In order to take into account the diversity of results presented within
each paper, the number of ‘variables’ therefore exceeds the number of papers.
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Table 2
Results summary.

Results Number of studies Number of variablesa

MAR Jacobs MAR Jacobs

Only positive 23 34% 26 39% 51 47% 56 45%
Both positive and negative 24b 36% 24b 36% 11c 10% 13c 10%
Positive sub-totald 47 70% 50 75% 62 57% 69 56%

Only non-significant 2 3% 15 22% 20 19% 46 37%
Only negative 18 27% 2 3% 26 24% 9 7%

Total 67 100% 67 100% 108 100% 124 100%

a Each variable used to measure MAR externalities with each indicator used as a dependent variable is counted as a single variable.
b Both positive and negative (or non-significant) results found for various dependent variables, time periods, industries or countries within one study.
c Both positive and negative (or non-significant) results found for various time periods, industries or countries are counted as one variable.
d At least one variable is positive (the sum of only positive and both positive and negative).

Table 3
Results for the Porter externalities found in conjunction with Marshall and Jacobs positive results.

Porter externalities results Number of dependent variables with positive results

MAR only Jacobs only Botha Noneb Total

Positive 4 11 6 5 26
Negative 2 3 5
Non-significant 3 2 5
Total 9 14 8 5 36
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together account for 75% of independent variables used in these
studies, are the most common Marshall externalities indicators
utilized. Other measures encountered are the number of industry
a Number of dependent variables for which both MAR and Jacobs externalities ar
b Number of dependent variables for which neither MAR nor Jacobs externalities

ew industry will spring out and take the lead is greater. Second,
pecialized regions may be more vulnerable to lock-in, i.e., closing
pon themselves, becoming insular and impermeable, and prevent-

ng knowledge and fresh innovative ideas from outside to flow in.
he specialized regions tend to become more specialized with time,
nd thus experience increasingly less external relations than the
iversified regions.

Only 25 studies have attempted to detect the three types of
xternalities: specialization, diversity and competition. Two cases
re generally considered, the Marshallian model where specializa-
ion externalities are positive and competition has a negative effect
i.e., market power is better for growth), and the Jacobian model
here both diversity and local competition have a positive effect

van der Panne, 2004; van der Panne and van Beers, 2006). The
esults of Porter or competition externalities are found in Table 3.

Porter’s views on competition were most often supported in
onjunction with Jacobs’ theory, which is consistent with the Jaco-
ian model described above. Porter however also agrees with the
AR specialization hypothesis regarding intra-industry spillovers

nd the two theories were simultaneously supported in 9 regres-
ions, which goes against the Marshallian model presented above.
nly, 6 regressions have showed a concurrent support for all the
AR, Jacobs and Porter theses. Since most of the studies did not

nclude the Porter externalities our main focus for the rest of the
aper will remain on MAR and Jacobs externalities. We will refer to
hese results throughout the paper, but they do not constitute the

ain argument here.
The empirical evidence regarding the nature and magnitude of

xternalities yields mixed results. This is not surprising, consid-
ring that knowledge spillovers are invisible and “leave no paper
rail by which they may be measured or tracked” (Krugman, 1991,
. 53). The results can be explained mainly by measurement and

ethodological issues and to some extent also by differences in

he strength of agglomeration forces across industries, countries or
ime periods. The remainder of the paper discusses these specific
actors and tries to determine the influence of data and the way it is
nalyzed on the likelihood of detecting MAR or Jacobs externalities.
d.
und.

3. Indicators of MAR and Jacobs externalities

The most obvious differences among the studies are the ones
associated with the choice of independent and dependent variables.
Frenken et al. (2005, p. 22) suggests that this “ambiguity in results
is probably due, at least in part, to problems of [. . .] definitions of
variety, economic performance, spatial scale and spatial and sec-
toral linkages. . .”. Out of the many independent variables present
in the regressions, this paper will only focus on two categories: local
specialization as evidence of MAR economies and local diversity to
detect the presence of Jacobs externalities. Some studies, probably
constrained by data availability, utilize the same index to measure
the impact of both specialization and diversity in the same vari-
able (for example, the Hirschman–Herfindahl index in Loikkanen
and Susiluoto, 2002). Authors then may interpret a positive sign
(or high values) on the coefficient as evidence of prevailing Mar-
shall externalities and a negative sign (or low values) as a proof of
Jacobs economies. This methodology, however, may not be appro-
priate in some industries because both kinds of economies could
be present simultaneously.7 The two externalities are obviously not
mutually exclusive, since specialization is a particular characteris-
tic of a certain sector within a local system, whereas diversity is
a property characterizing the whole area. This suggests that test-
ing the two hypotheses separately with different indicators is more
appropriate.

3.1. MAR externalities

The location quotient and own-industry employment, which
plants, several indices based on technological closeness of sectors,

7 According to the tables in Appendix B, about a third of the dependent variables
find evidence of both externalities.
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Table 4
Number of indicators (independent variables) of MAR externalities.

MAR externalities indicators Category Only +ve Botha + & − Only –ve Non-significant Total Number of
studiesb

Location quotient (simple or as a proportion of national share) Share 19 5 16 5 45 35
Own-industry employment (total, over area, in innovative or

non-innovative firms)
Size 21 5 6 4 36 17

Number of industry plants (total, of minimum sizes) Size 2 3 5 2
Indices based on technological closeness Diversity 1 2 3 2
Share of own industry in a region (by output, R&D investment, value added) Share 1 1 1 3 3
Science base specialization Diversity 2 2 2
Herfindahl index of concentration Diversity 2 2 2
Employment in related industries or in provider sectors Size 2 2 1
Matrix of sectors Share 1 1 2 2
Autoregressive coefficients Size 1 2 3 2
Other – share of a firm’s innovative activity in an industry, share of own

industry in total industry, region’s share in national own-industry
employment, other industry employment, index of production
specialization, weighted indices

Other 1 1 3 5 5
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a Both positive and negative (or non-significant) results found for various time pe
b Some studies have used more than one type of indicator, the number of studies

easures indicating the share of own industry in a region (mea-
ured either by output, R&D investment or industry value added)
nd other indicators listed in Table 4. These indicators are divided
nto four categories according to what they measure: Share repre-
ents indicators based on the relative sizes of the industry, where
he proportion a particular industry within the same or other indus-
ries in the country, region, and so on, are calculated; Size are
ndicators considering absolute sizes of the industry expressed by
mployment, number of plants, and so on; Diversity represents indi-
ators based on industrial diversity using technological closeness
f industries, specialization of the science base, and so on; and
ther indicators are those not allocated within any of the categories
bove. This categorization will be used throughout the article in
rder to designate which kind of indicator shows a greater number
f positive results for Marshall externalities.

Glaeser et al. (1992) first expressed the idea that the degree
f specialization may better represent the potential for Marshall
xternalities than current size of an industry, because it better cap-
ures intensity and density of interaction among firms. The location
uotient has become widely used for this purpose; it is the most
requently used indicator in the studies reviewed. The location quo-
ient belongs to the category of indicators based on industrial share,
ince it represents the fraction of industry employment in a region
elative to the national share. The results produced by the regres-
ions that utilized this measure are mostly uniquely positive for
he Marshall indicator, however a large number of cases showing
egative impacts of specialization is found as well.8 In a number
f studies, however, a simpler location quotient is used to mea-
ure MAR externalities as a share of a region’s employment in an
ndustry. van Soest et al. (2002) have compared the results of the
wo indices for the same data and concluded that, at least in case
f the Netherlands, the relative location quotient (relative to the
ational share) better captures the impact of Marshall externalities
han its simpler version—industry proportion in the region. The rel-

tive indicator of specialization controls for the size of industries at
he national level, whereas the simpler indicator does not. Sim-
ler measures of MAR externalities are more likely to yield positive
esults.

8 The more complex relative location quotient comparing to the national share
rovides the vast majority of the negative specialization effects. Its simpler ver-
ion very rarely yields negative results. The relative location quotient is also more
ften used in conjunction with competition measures. This issue will be discussed
n Section 6.1.
51 11 20 108

, industries or countries are counted as one variable.
refore included as a point of reference only.

The location quotient has been criticized as an indicator of local
specialization. Ejermo (2005) observed that this measure is very
sensitive to the size of the region. Combes (2000b) shows the flaws
in the calculation of the location quotient and his corrections of this
measure significantly reverse the sign of the relative concentration
effect on local growth.

A much simpler measure of the level of local specialization is
own-industry employment, the most frequently encountered indi-
cator of the category based on the absolute size of the industry.
Own-industry employment is sometimes suggested to be a bet-
ter proxy for localization economies than the location quotient,
because the localization economies arise from the absolute and not
the relative size of the industry (for instance Marshall’s size of the
skilled labour pool). A region might represent a strong cluster in a
certain industry, even if this industry accounts for a negligible share
of the region’s overall range of activities. It has also been suggested
to distinguish between employment in innovative and non-
innovative firms in a given industry, because not all employees gen-
erate spillovers (Beaudry and Breschi, 2000, 2003) and spillovers
are more likely to emanate from firms that also innovate. Henderson
(2003) decomposes own-industry employment in a region into the
number of plants and the average employment in those plants to
discover that it is the number of plants in a region that produces the
strongest results. He suggests that localization externalities derive
from the existence of companies per se, where these companies
could be interpreted as separate sources of information spillovers.

3.2. Jacobs externalities

Measures of Jacobs externalities encountered in the reviewed
studies are of an even greater variety: Hirschman–Herfindahl index
(the most common), other industry employment, Gini index, total
local population, total local employment and others. The full list of
the diversity indicators and their associated results are presented in
Table 5. Indicators of Jacobs externalities are also divided into cate-
gories according to the different focus of the measures. The category
based on diversity covers different measures of industrial diversity
and specialization, while the one based on market size represents
the scale of urbanization economies and includes various employ-
ment or population measures (for instance in Viladecans-Marsal,

2000, 2004). The category other indicators is used for those which
are not allocated to the previously mentioned groups.

The Hirschman–Herfindahl index is a diversity-based measure
and in all of its forms it is the most commonly used indicator. The
results are split approximately half and half between positive and
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Table 5
Number of indicators (independent variables) of Jacobs externalities.

Jacobs externalities indicators Category Only +ve Botha + & − Only −ve Non-significant Total Number of
studiesb

Hirschman–Herfindahl index (employment, patent, industry value
added)

Diversity 21 6 1 21 49 38

Other industry employment (total, in innovative or non-innovative
firms)

Size 2 3 6 8 19 10

Gini index of diversity (employment, patent, science base) Diversity 10 3 13 7
Total urban area population Size 6 2 8 6
Total local employment (employment, in manufacturing and in

services)
Size 3 2 2 7 6

Share of other industry employment (5 largest, 11 largest) Size 4 2 6 3
Number of active industries in a region Size 2 2 1
Ellison-Glaeser index Other 2 2 1
Share of innovations or industries with the same science base Diversity 2 2 1
Indices based on technological closeness (patents, sectors) Diversity 1 1 2 2
Related variety Diversity 1 1 2 1
Share of other industry output Other 1 1 1
Weighted indices of several elements Other 1 1 2 1
Other – indices of specialization, diversification, urbanization,

Theil index, urban to rural continuum codes, matrix of sectors
and other based on expected population, weighted own-industry
employment and region’s employment share

Other 5 1 3 9 10

Total 56 13 9 46 124
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whereas it does not have such tendency for MAR externalities.
For specialization externalities, the highest probability of detec-
tion of positive (and the lowest for negative) results is for the
medium level of industrial classification, but is somewhat lower
a Both positive and negative (or non-significant) results found for various time pe
b Some studies have used more than one type of indicator, the number of studies

eutral effects and almost no negative results are obtained. The
asic form of Hirschman–Herfindahl index is expressed as the sum
f the squared shares of employment in a given region and sector
ith respect to total or all other industry employment (Callejon and
osta, 1996; De Lucio et al., 1996 or Henderson, 1997), or weighted
y the same measure at the national level (Cota, 2002). Other vari-
tions frequently encountered are the innovation diversity index
ased on patent data (Beaudry and Breschi, 2003) or the industry
iversity index based on industry value-added data (Batisse, 2002).
his Hirschman–Herfindahl index is also presented in modified
orms, as inversed Hirschman–Herfindahl index (Monseny, 2005;
uedekum and Blien, 2005; Usai and Paci, 2003) or 1 minus the
irschman–Herfindahl index (Kameyama, 2003; Mano and Otsuka,
000). The main drawback of this index is that diversity is measured
ymmetrically, implying that it does not consider how different
r complementary the industrial sectors are, but assumes them
o be equally close to one another. Forni and Paba (2002) clearly
how that this is not the case and in particular that inter-industry
pillovers influence the growth of innovative and mature sectors.
he second diversity-based measure of Jacobs externalities is the
eciprocal Gini index, encountered in 13 cases, 10 of which yield
niquely positive signs on the coefficients, suggesting the presence
f Jacobs economies. The Gini index of diversity is generally used
ith employment or with patent data.

Other industry employment, the second most popular indicator
f Jacobs externalities, does not measure diversity per se but the size
f the urbanization externality. Diversity is implied by the larger
ize of the employment base in all other industrial sectors. In many
f the studies that employ this technique, a measure of diversity is
lso put in place, so as to account for both the scale and diversity
f the urbanization economies. As a proxy for measuring regional
iversity, total employment in the region (also total manufacturing
mployment or total employment in services) or total population
n the region are used as well. In these models, it is assumed that
egions with higher population or employment are the ones with

ore diversified economic structures. These indicators, however,

apture rather global urbanization externalities, which are related
o local market size, but not to the diversity implied by Jacobs
xternalities per se, because they derive from the specific industrial
omposition of the region.
, industries or countries are counted as one variable.
refore included as a point of reference only.

The choice of diversity measure seems to be important for the
result regarding the presence of Jacobs externalities. While the use
of other industry employment usually shows negative (what is gen-
erally referred to as congestion effects) or no effects from a large
diversified region, the Gini index of diversity provides positive find-
ings and the selection of Hirschman–Herfindahl index yields an
equal number of positive or neutral results on Jacobs economies.
These result discrepancies hint towards methodological issues, here
the choice of independent variables, as the main cause as to why
the debate remains unresolved.

4. Industrial classification

4.1. Level of aggregation

An industry could appear as a statistically homogenous entity if a
1-digit or 2-digit industrial classification is used, whereas the same
industry will present a wide variety of different activities if the anal-
ysis is based on a 6-digit breakdown.9 Frenken et al. (2005) expect
diversity measured at the lowest level of aggregation to be posi-
tively correlated with economic growth and employment growth.
We have therefore analyzed the results by industrial aggregation
level, where we distinguish broad (1-digit and 2-digit), medium (3-
digit) and detailed (4-digit and more) levels of classification. Not all
the studies have indicated which industrial classifications scheme
was employed. We made an educated guess for the articles where
the classification level seemed apparent but not mentioned, and set
aside those for which the level could not be determined from the
information provided in the paper.10

According to Table 6, the probability to detect Jacobs external-
ities increases with the level of detail of industry classification,
9 As justifiably pointed out by an anonymous reviewer.
10 4 studies with 6 dependent variables studies are thus not included in this anal-

ysis.
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Table 6
Number of positive results per industry class by category of independent variable.

Industry aggregation level Marshall externalities

Indicators (+ve) Total %b

Share Size Diversa Total +ve −ve

Broad (1-digit and 2-digit) 15 19 2 36 53% 24%
Medium (3-digit) 7 4 2 13 68% 11%
Detailed (4-digit and more) 4 5 9 56% 31%

Total 26 28 4 58 56% 22%

Industry aggregation level Jacobs externalities

Indicators (+ve) Total %b

Divers Size Other Total +ve −ve

Broad (1-digit and 2-digit) 21 14 2 37 45% 10%
Medium (3-digit) 11 2 1 14 64% 0%
Detailed (4-digit and more) 9 3 2 14 74% 16%

Total 41 19 5 65 52% 9%

Table 12 in Appendix B presents the positive results per industry class counted by
n
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across industrial sectors.
We expect that low technology, low R&D intensity companies

with traditional, more standardized production probably benefit
more from the decentralized location in specialized regions, which

12 We distinguished the industrial categories according to R&D intensity: high-tech
relates to aerospace, consumer electronics, office and computing machinery, semi-
umber of dependent variables.
a Diversity indicators were grouped with Other indicators described in Table 4.
b Percentage of the total number of indicators (independent variables) which

howed positive or negative significant results.

or broad or detailed industrial classification schemes. It has been
uggested that completely different indicators may need to be
elected to identify the MAR externalities precisely (see Rigby and
ssletzbichler, 2002 or Duranton and Puga, 2004 mentioned ear-
ier). Their arguments are based on the fact that agglomeration
xternalities do not operate directly on economic growth, pro-
uctivity or innovation, but are expressions of deeper forces, i.e.,
utput–input linkages, labour pooling effects or localized innova-
ion effects.11 Furthermore, de Lucio et al. (2002) argue that a single

easure of MAR externalities does not allow to identify its various
ffects. Introducing four measures of specialization in his analysis,
uch as within-province specialization, within-industry specializa-
ion, their squared versions divided by the number of firms to
ccount for non-linearity, overshadows diversity (Jacobs) and com-
etition (Porter) effects on productivity growth. King et al. (2002,
. 30) distinguish the location quotient into buyer- and supplier-
ased employment and show that in “accord with the argument
f Porter (1990) [. . .] clusters of local buyers and suppliers create
nowledge spillovers that foster growth even after accounting for
ecuniary externalities. . .”.

As a rough rule of thumb from the evidence presented in the
able, we can infer that at the broad level of detail, MAR effects
re slightly more prone to show up than Jacobs externalities, the
robabilities of detecting MAR or Jacobs effects are quite compa-
able at the medium level and Jacobs effects will decidedly appear
ore often when a more detailed classification is used. As men-

ioned earlier, the broad industrial level, and to a certain extent the
edium industrial classification as well, include a relatively wide

ariety of firms classified in various subsectors. As such, the vari-
bles used to detect MAR externalities probably also detect part
f the size of urbanization externalities. This would contribute to
nflate the importance of MAR externalities at the broad and to a
esser extent at the medium level. Frenken et al. (2005), measure the
elated entropy/variety by calculating the marginal increase in vari-
ty when moving from 2-digit to 5-digit industrial classification and

he unrelated entropy/variety index at the 2-digit level. The former
eflects variety within the same 2-digit industry while the latter
he variety between very different types of activities. While related
ariety does have a strong effect, unrelated variety does not. The

11 As also pointed out by an anonymous reviewer.
ch Policy 38 (2009) 318–337

majority of studies examined measure diversity in terms of what
Frenken et al. refer to as unrelated variety. It is therefore possible
that in doing so, many studies may in fact inflate the importance
of MAR externalities (measured by size indicators) because of the
embedded related variety within 2-digit or even 3-digit industries
and underestimate Jacobs externalities because they are measured
as unrelated variety. Hence at these levels of aggregation, MAR and
Jacob externalities would tend not to be perfectly distinguishable.
The 3-digit level of industrial classification could thus be considered
as a threshold at which specialization and diversity are less distin-
guishable from one another, before which “specialization” is more
likely to be detected. Throughout the paper, we will therefore keep
this distinction of broad, medium and detailed industry classifica-
tions in order to determine more precisely its combined influence
with that of other study characteristics (types of dependent and
independent variables).

4.2. Industrial sectors

An important difference in these studies lies in the selected
industries. Analyzed data may come from only one industry (as in
Beaudry, 2001 or Baptista and Swann, 1999). The analysis may also
consider all the range of industries including non-manufacturing
services such as wholesale and retail trade (as in Glaeser et al.,
1992; Beaudry and Swann, 2001, 2007; Combes, 2000a; Combes et
al., 2004), but it is also common to completely exclude services and
agriculture from the sample due to problems of data availability
or productivity estimation in services. Furthermore, the method-
ology may involve an analysis of one manufacturing industry at a
time (as in Henderson et al., 1995), which allows to distinguish the
roles of either type of externalities in each industry. This approach,
however, may not be applicable to all countries, especially in small
countries with only a relatively small number of locations where the
selected industries can flourish (van Soest et al., 2002). An alter-
native approach here is to consider only a number of the largest
industries of all types in each region (for example, the 6 largest
industries in each city as in Glaeser et al., 1992, and the 5 largest
industries as in King et al., 2002), which may de facto automati-
cally increase concentration levels in each city. The selected range
of industries used for the sample may yield further differences.

In order to determine the factors that may influence the par-
ticular suitability of the specialized or diversified region, a more
detailed analysis of industrial sectors is carried out. Industries are
grouped into four categories: high-tech industries, medium tech
industries, low-tech industries12 and services. Summary counts of
positive results according to industry types are presented in Table 7.
Surprisingly, the differences among the sectors in regards to the
effects that both types of externalities have on regional perfor-
mance are not striking. We can still say that externalities probably
do play different roles in different industries, and that the effects
of specialization and diversification economies thus slightly differ
conductors, pharmaceuticals, biotechnology, nanotechnology, optical and precision
instruments; medium-tech includes electrical and non-electrical machinery, fabri-
cated metal products, motor vehicles, railroad transport equipment, shipbuilding,
chemical products, instruments; and low-tech consists of wood products, furniture,
textile and clothing, leather, apparel, food, beverage and tobacco, paper, printing,
non-metallic mineral products. Two unpublished appendices available upon request
from the authors present the list of all the industries compiled according to the
reviewed references in which Marshall and Jacobs externalities are found to have
positive influence on local performance.



C. Beaudry, A. Schiffauerova / Research Policy 38 (2009) 318–337 325

Table 7
Number of positive results (dependent variables) by industry sector type.

Industry type Indicators showing positive results based on

Marshall externalities Jacobs externalities

Share Size Diversity Other Total Diversity Size Other Total

Low-tech industries 11 13 24 10 7 1 18
Medium-tech industries 12 14 26 15 10 1 26
High-tech industries 7 13 1 21 18 6 2 26
Services 4 1 1 1 7 9 2 11

Not all studies have measured the effects or provided details about separate industrial sectors, and therefore some references are not included in this table. Some studies,
however, analyzed the data for several industries and the positive results are therefore included in each category. Moreover, results will not be presented here in terms of
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ndependent variables as the number of industries covered is as vast as the number
his is beyond the scope of this paper. The results presented here are therefore an
nd Jacobs economies were found in general for low, medium, high technology man

ears cost advantages and therefore we expected to detect mainly
AR externalities in low-tech sectors. Although not overwhelming,

here is some evidence that in low-tech sectors, Marshall exter-
alities are slightly more frequent than Jacobs externalities. The
ositive results of medium tech sectors are quite balanced for
oth Marshall and Jacobs externalities. Henderson et al. (1995)
ound that standardized manufacturing activities are in vast major-
ty located in small-specialized metropolitan areas. Henderson et
l. (2001) found similar results regarding the importance of MAR
xternalities in Korea. In this later study, diversity or urbaniza-
ion economies were however only found for the high-tech sectors.
igh technology, R&D intensive companies probably prefer to locate

n large diversified urban areas, where the cross-fertilization of
nowledge and ideas from outside the core industry, which is so
rucial for the high-tech breakthroughs, is possible and easily avail-
ble. The results indeed show that the high-tech sectors slightly
avour more diversified regions, while the effects of Marshall exter-
alities are less numerous.

The role of externalities also varies according to the nature of
he sector, whether manufacturing or services. Consumer service
ectors provide non-tradable goods, which should be produced
nd consumed in the close proximity of customers. This results in
preading the service activities around and among the customers
ather than the concentration of these activities. Business services,
n the other hand, greatly benefit from the presence of other sec-
ors located around and are thus concentrated near the firms to
hich they sell their products. In both cases the location of services

hould be more suitable in cities (or diversified regions). In accor-
ance with the findings presented in Table 7, diversification indeed
ppears to be the main growth promoter in services (these pos-
tive coefficients came mainly from diversity-based independent
ariables).

To summaries, it seems that economic performance in both spe-
ialized and diversified regions is promoted for all three groups
f industry types. The effects of Marshall externalities are nev-
rtheless slightly stronger in low-tech sectors, while the positive
mpact of Jacobs externalities on regional performance increases

ith increasing technological intensity. Cross-fertilizations and
pillovers may therefore be more useful in high technology sectors.
oth relative and absolute sizes of a given industry influence the
resence of Marshall externalities for low and medium tech indus-
ries, while in high-tech sectors, it is mainly the absolute size of the
ndustry which matters. In the case where Jacobs externalities are
bserved, for all industrial types it is uniquely the diversity of the
ndustrial base, and not the size of the local market, that promotes

he regional growth. The size of the industrial base more often than
ot reflects congestion effects which are detrimental to growth.

The findings of some authors show that the role of externalities
f each kind varies in accordance with the maturity of an indus-
ry, since old industries might benefit from a different industrial
pers and would need to be compared in terms of specific sectors to be meaningful.
ation of the number of dependent variables for which a positive influence of MAR

uring industries, and for services.

structure than new ones. Henderson et al. (1995), for example, find
evidence of only Marshall externalities for mature capital goods
industries, however, for new high-tech industries, they observe
positive effects of both Jacobs and Marshall externalities. They put
forward the concept of urban product cycles where Jacobs external-
ities are necessary to attract new industries while MAR externalities
are important for retaining them. These findings are also consistent
with the industry life cycle model of Duranton and Puga (2001) who
show that new industries prosper in diversified metropolitan areas
but, when they mature, the production will decentralize to more
specialized regions. It also agrees with the results of Boschma et al.
(2005), who observe that Jacobs externalities are predominant in
the early stages of the industry life cycle, whereas Marshall exter-
nalities appear at a later point, and in the end, the specialization
will in fact hinder economic growth. Separating 16 manufacturing
sectors into high, medium-high, medium-low and low technology
categories, Greunz (2004) finds MAR externalities to be highest for
innovation in medium-low-tech sectors while the impact of Jacob
externalities is highest for high-tech sectors and decreases with
the level of technological sophistication. Forni and Paba (2002),
however find that mature industries and research-intensive indus-
tries benefit from inter-industry spillovers. The differences in the
impacts of the various local industrial compositions during the
industry life cycle could be explained by the different needs of
the firms during the innovative process. In the initial stage of the
innovative process an increased diversity and variety propels the
creation of novelty, inventive ideas, creative concepts and radically
new designs. When the industry matures and the design reaches
a critical mass on the market, the product becomes standardized
and the knowledge involved in the innovation process highly spe-
cialized. Firms then may greatly benefit from learning from the
solutions and mistakes of other firms in the same industry in a
region with high concentration of their own industry. Finally, it is
the high concentration of the mature industry, which decreases the
region’s ability to innovate, rejuvenate and restructure, and which
inevitably leads the region into a lock-in. Including the sectoral
employment in the country at the start of the sample allows Cainelli
et al. (2001) to control for the starting conditions of each industry
and to measure the various degrees of maturity of industry-regions.
They argue that the growth of the manufacturing sector depends on
the history and on the economic performance of the region where
it is located. Including the extent of innovative efforts (R&D and
patents) in their analysis allows them to evaluate the catching up
of regions, and the technological science base is found to be crucial
at determining the growth potential of a region (especially for the

medium- and low-tech sectors). This would seem to indicate that
mature industries would do better in prospering and innovative
regions. Porter (2003) argues that states that are getting more spe-
cialized have a higher performance (measured by wage growth).
Moreover, more mature clusters within which the proportion of
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new inventions and the number of innovators. It is when Porter
externalities are positive that the results are less obvious. In many
of these studies (9 out of 11) which use as a proxy for competi-
tion the relative number of firms per employee14 (as in Glaeser
26 C. Beaudry, A. Schiffauerova /

mployment in strong clusters has increased are also increasingly
oncentrated, while the other clusters are getting more dispersed.
orter (2003, p. 569) however warns that “reliance on a few clusters
∼industries]13 is dangerous for regional economic development
ecause it exposes a region to shocks and business cycles”.

. Geographical considerations

.1. Geographical unit

The selected level of geographical aggregation and the division
f the observed territory into regions for the study of geograph-
cal specificities is yet another source of possible discrepancy in
he results. Baldwin and Brown (2004) argue that when testing for
iversity, the geographic unit of analysis should not oversize labour
arket regions as it is on that level that product variety has an

nfluence. Table 8 presents the summary of the studies and group
hem according to the selected geographical unit. Five different
lasses of geographical units are observed, Class 1 being the largest
state or provincial) units and Class 5, the smallest (highly populated
reas and cities). Classes 1 and 2 are administrative units, which
sually remain unchanged over time and contain the relevant eco-
omic market. Class 3 contains all the labour zones, which are the
roupings of municipalities, characterized by a high degree of self-
ontained flows of commuting workers (see for instance Deidda et
l., 2006). This makes labour zones economically more homoge-
ous than administrative units. Class 4 represents the smallest
ostal code level areas, which are usually arbitrary administrative
nits, not functional economic areas. All these four classes have in
ommon a full coverage of the territory of the country or a selected
egion, while the areas in Class 5 do not cover the whole surface,
ut focus only on highly populated areas and cities. Proximity and
requent interactions makes externalities particularly large in a city
ut, by considering only selected densely populated areas, a large
art of the economy is missed.

This part of analysis had the initial objective of finding out
hether different kinds of externalities are associated with differ-

nt geographical classes. The results in Table 8 are quite balanced
nd show that the effects of Marshall and Jacobs externalities
re more often present as the level of geographical aggregation
ecreases. It seems, however, that the smaller the selected geo-
raphical unit is, the stronger and more frequent are the effects
ncountered. Moreover, Table 13 in Appendix B shows that with
maller geographical unit, there are more of Marshall and Jacobs
imultaneous positive results and less of non-significant or nega-
ive results. This is also observed by Glaeser et al. (1992), who notice
hat the magnitude of external effects increases as the geographical
nit becomes smaller. When comparing Classes 4 and 5, van Soest
t al. (2002) report that the only factor that increases in magnitude
s the number of establishments per employee in the cluster (city
nd zip-code) industry relative to establishments per employee in
he industry (i.e., a measure of competition). MAR externalities are
ecoming less negative and Jacobs externalities very slightly less
ronounced. Porter (2003) however finds that US states are becom-

ng more specialized, while Economic Areas, which are smaller,
re becoming less specialized. This would seem to go against the
vidence presented in Table 8.
As mentioned before, the theory would tend to predict that as
he geographical level becomes more detailed, MAR and Jacobs
xternalities should have a better chance of being measured. While
n general this is what we observe, for the medium industrial level

13 Porter argues that industries may not be appropriate because of externalities
cross related industries within clusters which are geographic concentrations of
inked industries.
ch Policy 38 (2009) 318–337

the evidence is the opposite of what we would expect. Let us there-
fore take a magnifying glass and examine in greater details the
studies that constitute these results.

Only one study constitutes the medium-level industry
class/Class 1 geographical unit: Kelley and Helper (1997) measure
the likelihood of adoption of computer-numerical-controlled tech-
nology among establishments in 21 3-digit industries. The MAR
indicator used in this study is the location quotient of an aggre-
gation of the machine products industries in the BEA economic
areas. As such, it is more akin to a broad definition of industry
level. Beaudry et al.’s (2001) aerospace study is the only one in the
detailed industrial aggregation in geographical Class 2 category.
Similarly, in the detailed industrial aggregation/geographical Class
4, the ICT study of van Oort and Stam (2006) explains 100% of
the positive MAR externalities. In the same column also, the
two variables that yield positive specialization externalities are
studies of biotechnology and the computer industry. It would
therefore seem that papers that focus on very specific industries
(aerospace, biotech, ICT and computers) tend to strongly support
MAR externalities.

In the medium-level industry class/Class 3 geographical unit, 3
studies yield positive MAR coefficients: Paci and Usai (1999, 2000)
which are very similar studies on the same dataset, as well as
Forni and Paba (2002). This last study examines the intra-industry
and inter-industry growth linkages using 2 × 3-digit and 3 × 3-digit
matrices to find evidence of MAR externalities. It clearly shows that
as the level of aggregation of the industry decreases, the percent-
age of positive and significant results in favour of MAR effects on
employment growth decreases (from 68% in the 2 × 3-digit matrix
to 51% in the 3 × 3-digit matrix).

The four broad industrial level studies in the 3rd geographical
class all include some measure of average firm size and only show
14% of positive MAR effects (for productivity, while the other studies
are in the economic growth category). These studies would there-
fore favour the Jacobian model where specialization is detrimental
to growth, but diversity and competition make a more favourable
environment in which firms strive.

Examining a bit more closely the combination of results, we find
that in 43% of cases, when competition or Porter externalities are
included, evidence of MAR externalities disappear. In their study
on productivity growth, Lee et al. (2005) show that competition
(Porter) and diversity (Jacobs) yield positive effects while special-
ization (MAR) are negative (or non-significant when diversity is
included, the two measures being correlated at −0.68). They also
find that competition has a positive effect on productivity growth
for technologically oriented industries and that Jacobs’ model bet-
ter suits the traditional light industry and the heavy industry in
Korea (which partially contrast the results of Nakamura (1985) who
finds positive specialization externalities in heavy industries). How-
ever, when Porter externalities are not detected (not significative),
MAR externalities are always positive. When competition external-
ities are negative, MAR variables have a negative effect on wage
growth and R&D intensity, but a positive effect on the number of
14 Glaeser et al. (1992) interpret the number of firms per worker as a measure of
the degree of local competition. Competition would be better measured by a con-
centration ratio and relatively few studies at the regional level possess the necessary
data (employment of the individual firm) to calculate such a competition indicator.
Greunz (2004, p. 567) justifiably points out that this measure is far from perfect as a
city with one firm that hires 10 employees would yield the same level of competition
as a city with 1000 firms that hire 10,000 workers, despite the fact that the first city
is a monopoly.
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Table 8
Number of positive results per geographical unit by category of independent variable and industry classification level.

Geographical unitd Marshall externalities

Indicators (+ve) Total %b Industry class (+ve)c

Share Size Diversa Total +ve −ve Broad Medium Detail

Class 1 2 3 5 42% 42% 50%(2) 100%(1) 33%(2)
Class 2 5 12 1 18 56% 25% 52%(14) 75%(3)
Class 3 5 3 8 50% 25% 14%(1) 71%(5)
Class 4 8 3 1 12 63% 21% 58%(7) 67%(2) 100%(2)
Class 5 7 11 1 19 63% 13% 67%(12) 63%(5) 50%(2)

Total 27 29 6 62 57% 23% 53% 68% 56%

Geographical unitd Jacobs externalities

Indicators (+ve) Total %b Industry class (+ve)c

Divers Size Other Total +ve −ve Broad Medium Detail

Class 1 3 1 1 5 42% 8% 20%(1) 100%(1) 60%(3)
Class 2 9 5 1 15 35% 19% 30%(11) 50%(3)
Class 3 13 13 68% 5% 44%(4) 100%(8)
Class 4 9 3 1 13 57% 0% 53%(8) 33%(1) 100%(2)
Class 5 9 12 2 23 70% 0% 76%(13) 40%(4) 100%(6)

Total 43 21 5 69 53% 8% 45% 64% 74%

a Diversity indicators were grouped with Other indicators described in Table 4.
b Percentage of the total number of indicators which show positive or negative significant results.
c Percentage of the number of positive results per each industry classification level: broad (2-digits or less), medium (3-digits), detailed (4-digits or more). The numbers in

parentheses represent the total number of positive results per independent variable.
d Classes of geographical units:

• Class 1: state (US, Mexico), province (China), CSO region (UK), BEA area (US), region NUTS 2 (full coverage).
• Class 2: county (UK), province (Italy, Spain), prefecture (Japan), department (France), COROP (Netherlands), region (Israel), CSO region (UK), region NUTS 3 (full coverage).
• Class 3: labour zones: local labour systems (Italy), zones d’emploi (France), local labour market (Sweden) (full coverage).
• Class 4: Zip-code (Netherlands, Spain), district LAU 1, region NUTS 4 (full coverage).
•
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As the economic environment and the dispersion of population
vary from one country to the next, we expect some differences to
arise in the effects of agglomeration economies in various countries.
The differences in the impact of Marshall and Jacobs externali-
ties on regional performance according to the country where the
Class 5: SMA or MSA (USA), city, urban area (partial coverage).

t al., 1992), MAR externalities disappear as a positive factor of
mployment growth. Either Jacobs’ is the true model for employ-
ent growth, or the combination of an employment-based left

and side variable, with a relative location quotient (share of indus-
ry employees in the cluster divided by the share of the industry
n the country) as a measure of specialization, and the number
f firms per employee in cluster-industry divided by the number
f firms per employee in the industry as a measure of competi-
ion diminishes the importance of the measure of specialization.
n contrast, when measures of competition include individual firm
mployment or a concentration ratio, specialization externalities
re also detected hence favouring Porter’s theory. These results
int towards a methodological bias that favours either theory
epending on the independent variables included in the regression
nalysis.

On the fact that his results show that competition negatively
ffect regional innovativeness (50% of our sample), van der Panne
2004, p. 602) writes “as the competition index [. . .] merely mea-
ures local average firm size, this result is consistent with what has
ome to be called the ‘Schumpeter Mark II’ assertion: large firms
re expected to have advantages over small firms in the innovation
rocess as they have at their disposal substantial means to engage

n R&D and exploit economies of scale and scope in the innovation
rocess”.

The selection of a geographical unit therefore plays a role. The
tudies which used larger geographical units such as states or

rovinces and a broadly grained industrial data usually ended up
etecting MAR more than Jacobs externalities, whereas the studies
ased on the city level (SMA or MSA in the US) which used detailed

ndustrial data found most commonly evidence of the Jacobs effects
nd to a lesser extent of the specialization effects. This further con-
firms the existence of the threshold at the medium classification
level and hints at a threshold between geographical Classes 2 and 3.
The agglomeration effects in conjunction with the level of industrial
classification can therefore be summarized in Fig. 1.

The two dashed lines represent the percentage of positive results
obtained for both MAR and Jacobs externalities. The threshold
would therefore appear to be where the two lines cross each other,
to the left of which distinguishing the two effects being rather dif-
ficult.

5.2. Countries and regions
Fig. 1. General tendency of the detection of Mar and Jacobs effects by geographical
classification and industrial aggregation.
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Table 9
Number of positive results per country by category of independent variable and industry classification level.

Dependent variable Marshall externalities

Indicators (+ve) Total %b Industry class (+ve)c

Share Size Diversa Total +ve −ve Broad Medium Detail

United States 4 11 15 56% 19% 73 %(8) 63 %(5) 44 %(4)
United Kingdom 1 10 11 69% 19% 70 %(7) 67 %(4)
Italy 4 4 3 11 65% 29% 46%(6) 83%(5)
Germany 1 1 2 50% 0% 50%(2)
Spain 3 3 6 60% 10% 60%(6)
Netherlands 5 5 38% 31% 30%(3) 100%(2)
France 1 1 20% 20% 0%(0) 0%(0)
Finland 1 1 2 100% 0% 100%(1)
Sweden 1 1 100% 0%
Portugal 2 2 67% 33% 67%(2)
Europe 2 2 67% 33% 50%(1) 100%(1)
Continental Europe total 19 7 6 32 55% 22% 44 %(19) 70 %(7) 100 %(3)
Japan 2 1 3 75% 25% 75%(3)
China 0 0% 100% 0%(0)
Mexico 1 1 50% 50% 0%(0) 100%(1)
Korea 1 1 50% 0% 0%(0) 100%(1)
Brazil 1 1 100% 0% 0%(0)
Israel 1 1 100% 0%
Other total 2 4 0 6 55% 36% 30 %(3) 100 %(1) 100 %(1)

Dependent variable Jacobs externalities

Indicators (+ve) Total %b Industry class (+ve)c

Divers Size Other Total +ve −ve Broad Medium Detail

United States 8 5 2 15 56 % 4 % 55 %(6) 44 %(4) 83 %(5)
United Kingdom 4 1 1 6 25 % 25 % 12 %(2) 57 %(4)
Italy 10 2 12 57% 14% 28%(5) 100%(7)
Germany 1 1 2 50% 0% 50%(2)
Spain 3 6 9 75% 0% 75%(9)
Netherlands 6 2 8 62% 8% 50%(5) 100%(2)
France 4 0 4 57% 0% 40%(2) 100%(1)
Finland 1 1 33% 0% 0%(0)
Sweden 0 0% 0%
Portugal 1 1 33% 0% 33%(1)
Europe 2 1 3 75% 0% 50%(1) 100%(2)
Continental Europe total 27 13 1 41 59 % 6 % 46 %(24) 82 %(9) 100 %(4)
Japan 2 1 3 75% 0% 75%(3)
China 1 1 50% 0% 50%(1)
Mexico 1 1 2 67% 0% 67%(2)
Korea 1 1 2 67% 0% 100%(1) 50%(1)
Brazil 0 0% 0% 0%(0)
Israel 1 1 100% 0%
Other total 5 2 1 8 57 % 0 % 56 %(5) 50 %(1) 67 %(2)

a Diversity indicators were grouped with Other indicators described in Table 4.
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Percentage of the total number of indicators which showed positive or negative
c Percentage of the positive results per each industry classification level: broad (2-

epresent the total number of positive results per independent variable.

esearch is undertaken are presented in Table 9.15 The results
o not vary markedly from one country to another. The excep-
ions are the United Kingdom, where the overwhelming majority
f studies observed positive Marshall economies (mainly through
wn-industry employment) and to a certain extent Spain, France
nd the Netherlands, where Jacobs theory is mostly supported. Oth-
rwise, the studies in all the other countries seem to find an even
istribution of evidence for both specialization and diversity effects.

Some authors have carried out simultaneous studies of several
ountries and found quite comparable results, as Henderson (1986)

or the US and Brazil. Other researchers have encountered distinct
ffects of the two externalities for different countries, as Beaudry
nd Breschi (2000, 2003) for the UK and Italy or Beaudry et al. (2001)
or several European countries. In fact, the industrial and economic

15 Table 14 in Appendix B group the studies according to the different countries
xamined and shows the positive results for both categories of externalities.
cant results.
or less), medium (3-digits), detailed (4-digits or more). The numbers in parentheses

compositions of the studied countries differ and the spillover mech-
anisms may actually work quite differently. For example, Cingano
and Schivardi (2004) note that Italy has quite a distinct productive
system, which is characterized by areas with a substantial pres-
ence of small and medium enterprises in the traditional sectors,
and which could be particularly conducive to interaction-induced
externalities of the Marshall type.

The role of the local economic environment may vastly differ
between Europe and the United States. The often-mentioned rea-
sons are the different levels of labour mobility, which is much higher
in the US and different unemployment rates that are higher in
Europe. Both of these conditions could impact the spillover mecha-
nism and influence the results. If the countries are grouped into the

US, the UK, continental Europe and the rest (in italics in Table 9),
some differences among these groups can indeed be seen, namely
in the positive independent variable categories. In case of the US
and the UK, positive results for Marshall variables are found mainly
with size-based indicators (own-industry employment), whereas
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similar results for both indicators, whereas the signs in Almeida’s
regressions are reversed. Almeida also proposes to use regional
wage adjusted growth to account for the heterogeneous charac-
C. Beaudry, A. Schiffauerova /

or continental Europe they came usually from share-based indica-
ors (location quotient).16 The US show that as the level of industrial
ggregation diminishes, MAR externalities fade to the benefit of
acobs externalities, while for continental Europe, the detection
f both localization and urbanization economies increases as the
evel of aggregation decreases. These results for the US are due to

ethodological issues as the studies cover the effect of MAR on
he number of inventions, of firms and of employees at various
eographical class levels. In general however, no systematic differ-
nces in the results caused by the choice of the European or the US
ata are found, the spillover mechanisms seem to be working in a
imilar fashion in both Europe and the US. The differences lie else-
here, in characteristics of the studies mentioned in the previous

ection.
Another factor that may have influenced the results is the

elected period of observation. Some studies survey the behaviour
f the variables during prolonged periods of time, for example,
oschma et al. (2005) cover around 130 years of industry devel-
pment. During such an extended period, major events (like wars)
ight have had an enormous impact on the role of externalities

nd the definitions (of industries, regions, cities, etc.) might have
hanged substantially. Other studies, on the other hand, analyze the
onditions and the relationships during as short period of time as 1
ear (for example, Costa-Campi and Viladecans-Marsal, 1999). For
nstance, de Lucio et al. (2002) show that coefficients on specializa-
ion fade as the lag increases.

Moreover, even if the time range is of comparable length, it may
till matter that the period is not exactly the same. Externalities
ill have stronger impact during economically dynamic time peri-

ds and the results then cannot be comparable with their effects
uring the periods of the relative economic stagnation. Glaeser et
l. (1992), briefly conjecture that the negative effect of specializa-
ion observed in their regressions may be due to the decline in
raditional manufacturing in the US during the period of obser-
ation of their analysis (this is also more formally addressed by
uranton and Puga, 2000). Combes (2000a) infers that depending
n the economic cycles there may be asymmetric effects associated
o specialization: Marshall economies would enhance local growth
uring expansion periods, but it would also favour employment
ecline during recessions due to inflexibilities and rigidities.

. Performance measures for regions and firms

Last but not least, let us examine the phenomenon that these
rticles are trying to explain. All the studies from our sample can
e classified into three categories according to the performance
easures examined: economic growth, productivity or innovation.

orter (2003) examines the regional performance (wage, employ-
ent, patenting), the regional economies and the role of clusters in

he US economy. He provides some evidence that specialization of a
egion in an array of stronger traded clusters boosts regional perfor-
ance. Paci and Usai (2005) cast doubts on the use of employment

rowth as a proxy of productivity changes, because for instance,
he local capital stock is not constant over time (Dekle, 2002). There
hould therefore be a distinction between the agglomeration exter-
alities that affect economic growth and productivity growth. A
umber of studies compare the effects of specialization and diver-
ity on economic growth and productivity growth. These particular

tudies will be addressed in greater details in the section on pro-
uctivity growth.

Furthermore, Duranton and Puga (2001) suggest that the exter-
alities that are at play for the development of the innovation

16 We do not think, however, that this difference is related to the various levels of
abour mobility or different unemployment rates described above.
ch Policy 38 (2009) 318–337 329

process of a firm are not the same as those necessary for its subse-
quent growth. The nature of these externalities is therefore related
to the product lifecycle. Localization economies are therefore
expected to stimulate incremental innovations and process inno-
vations, hence leading to higher productivity. Jacobs economies in
contrast are expected to spur more radical innovations and prod-
uct innovation through the recombination and cross-fertilization
of existing knowledge (Frenken et al., 2005), thus leading to the
creation of new markets and new employment. This would imply
that employment growth and innovation would benefit from diver-
sification while productivity would increase with specialization
of industrial activities. The next three subsections will therefore
examine in turn the evidence for these three categories of perfor-
mance measures.

Table 10 presents the summary for the dependent variables (per-
formance measures) used to assess these impacts and the number
of positive results obtained for each category of independent vari-
ables (Marshall and Jacobs externalities indicators).17 This allows us
to investigate the origin of the positive results for each dependent
variable. The next three sections will refer to the results presented
in this table.

6.1. Economic growth

Most of the research sampled focuses on measuring economic
growth, taking employment growth as a proxy indicator. Other
dependent variables used for this purpose are the number of new
firms, wage growth, plant size, number of employees per firm, num-
ber of plants or number of employees per area. We expect to find
a majority of positive results for Jacobs externalities, since eco-
nomic growth depends strongly on the level of local demand, and
hence that diversified regions with a strong local demand and many
intermediaries in the supply chain should perform better econom-
ically. As Table 10 shows, Jacobs’ theory (mainly diversity-based
indicators) is indeed more often supported than that of Marshall
(share-based and size-based indicators) by these studies.18 Con-
trarily to what was found before, Jacobs externalities fade slightly
to the benefit of MAR externalities as the industrial classification is
more disaggregated to reach the same percentage level (64%) at the
most detailed industrial level. Note however that, as was identified
previously, all except one study at the detailed level concentrate
on one or two industrial sectors, aerospace, biotech and computing
(ICT).19 A number of scholars however expect employment growth
and productivity growth to be affected differently by agglomeration
externalities as it is explained in the following paragraphs.

Authors using entry of new firms to the region as a proxy for
regional economic growth generally find positive effects of both
Jacobs and Marshall economies (Monseny, 2005; Rosenthal and
Strange, 2003; van Oort and Stam, 2006). Only Baptista and Swann
(1999) and Swann and Prevezer (1996) did not find that special-
ization of the industrial base affect new firm formation. In order
to evaluate the differences caused by the use of different indica-
tors Glaeser et al. (1992) and Almeida (2006) compare the impact
of various indicators on wage growth and wage adjusted growth as
an alternative measure to employment growth. Glaeser et al. find
ter of labour. Cingano and Schivardi (2004) find neither MAR nor

17 Table 15 in Appendix B presents the results by independent variable (perfor-
mance indicator).

18 There are also 17 regressions showing positive results for both Marshall and
Jacobs indicators simultaneously (see Table 15 in Appendix B).

19 The small number of studies at the medium level, is too small to make a differ-
ence of 6–7% with the broad level significant.
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Table 10
Number of positive results per performance indicators by category of independent variable and industry classification level.

Dependent variablea Marshall externalities

Indicators (+ve) Total %c Industry class (+ve)d

Share Size Diversb Total +ve −ve Broad Medium Detail

Economic growth
Employment 9 9 18 46% 36% 44%(12) 25%(1) 71%(5)
New firms 2 4 6 75% 0% 100%(3) 50%(2)
Wage growth 2 2 50% 50% 0%(0) 100%(2)
Other economic growth 0 0% 0% 0%(0)
Economic growth 13 12 0 26 49 % 26 % 44 %(15) 50 %(3) 64 %(7)

Productivity
Output and TFP 6 3 1 10 71% 7% 70%(7) 75%(3)
Valued added 2 2 67% 33% 50%(1) 100%(1)
Other productivity 1 1 2 100% 0% 100%(1)
Productivity 7 5 2 14 74 % 11 % 69 %(9) 80 %(4)

Innovation
Patents 3 8 4 15 65% 22% 53%(8) 100%(4) 67%(2)
Inventions 1 1 2 50% 50% 100%(2) 0%(0)
Innovation adoption 1 1 2 50% 0% 50%(2)
R&D intensity 1 0 0% 100% 0%(0)
Other innovations 2 3 75% 0% 67%(2)
Innovation 7 11 4 22 59 % 24 % 57 %(12) 75 %(6) 40 %(2)
Total 27 29 6 62 57 % 23 % 53 %(36) 68 %(13) 56 %(9)

Dependent variablea Jacobs externalities

Indicators (+ve) Total %c Industry class (+ve)d

Divers Size Other Total +ve −ve Broad Medium Detail

Economic growth
Employment 18 10 1 29 74% 10% 81%(21) 100%(4) 50%(4)
New firms 5 2 1 8 80% 0% 67%(4) 100%(3)
Wage growth 1 1 25% 0% 50%(1) 0%(0)
Other economic growth 2 2 50% 0% 50%(2)
Economic growth 25 13 2 40 70 % 7 % 74 %(28) 67 %(4) 64 %(7)

Productivity
Output and TFP 3 1 4 22% 6% 18%(2) 29%(2)
Valued added growth 2 1 3 75% 0% 100%(2) 50%(1)
Other productivity 1 1 33% 0% 0%(0)
Productivity 2 5 1 8 32 % 4 % 29 %(4) 33 %(3)

Innovation
Patents 10 2 1 13 36% 17% 13%(3) 100%(5) 83%(5)
Inventions 2 1 2 40% 0% 0%(0) 100%(2)
Innovation adoption 1 2 100% 0% 100%(2)
R&D intensity 2 2 100% 0% 100%(1)
Other innovations 1 1 2 50% 0% 33%(1)
Innovation 16 3 2 21 43 % 12 % 16 %(5) 100 %(7) 88 %(7)
Total 43 21 5 69 53 % 8 % 45 %(37) 64 %(14) 74 %(14)

a Appendix A provides more details on these performance indicators.
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Diversity indicators were grouped with Other indicators described in Table 4.
c Percentage of the total number of indicators which showed positive or negative
d Percentage of the positive results per each industry classification level: broad (2-

epresent the total number of positive results per independent variable.

acobs externalities while Glaeser et al. find that only diversifi-
ation has an effect. Specialization is found to have a positive
mpact on wage growth in Almeida, while no positive effects of
acobs externalities are detected. Her regressions yield opposite
esults for employment growth and productivity growth, in Glaeser
t al., highly specialized regions and larger regions (in terms of
mployment) experience lower employment growth rates. Similar
esults are obtained by Combes (2000a) and Cingano and Schivardi
2004).

Employment growth however is the most common dependent
ariable. An overwhelming number of the studies found evidence

f some externalities when using this performance indicator, most
requently only Jacobs externalities, while only a few observed
niquely Marshall effects. Favourable results for both these types
f externalities are detected simultaneously in many regressions
s well (for instance Cota, 2002; Kameyama, 2003). The popular-
cant results.
or less), medium (3-digits), detailed (4-digits or more). The numbers in parentheses

ity of this indicator probably stems from the fact that data on total
employment are often readily available. It is used when the unit
of observation is the firm or the region. In studies at the firm level
as opposed to cluster or regional level, the lifetime growth model
assumes exponential growth since its creation (see Swann et al.,
1998 for instance).

The use of employment growth as an indicator of economic
growth is, however, often disputed. The measure of employment
growth is based on the assumption that labour is a homogeneous
input and that it can move freely across the country. Almeida (2006)
suggests, however, that labour is in fact a very heterogeneous input

and migration costs differ across countries and periods of time.
She also argues that for employment growth to be a good proxy
for productivity growth, they both need to covary across regions,
which is rarely the case because of migration effects or congestion
externalities for instance.
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Many other factors affect growth. In his study about Mexico,
anson (1998) finds that it is not the agglomeration of a single

ndustry that promotes growth, but the co-agglomeration of verti-
ally integrated industries (with upstream and downstream links).
rugman and Vanables (1995) indeed show the input–output link-
ges between producers can lead to pecuniary externalities and
he agglomeration of production. Cingano and Schivardi (2004) also
how that a number of other forces are likely to affect local employ-
ent determination: a higher unemployment risk against sectoral

hocks resulting from sectoral concentration or negative congestion
xternalities related to the scale of local productive activity may
nfluence mobility and employment choices as well. Furthermore,
apital and labour have a high degree of substitutability (Paci and
sai, 2005) and the fact that technological change is labour-saving
ay cause the indicator of employment growth to not properly

eflect economic growth. As pointed out by Dekle (2002), the local
apital stock is not constant over time and it is relatively difficult
o find time series data disaggregated by region and sector. In addi-
ion, Cingano and Schivardi show that, within the same sample, if
ne uses employment growth instead of total factor productivity
rowth as the dependent variable, the signs for the MAR coefficient
re reversed. They claim that these results question the conclu-
ions of most of the existing literature on dynamic externalities.
his supports our hypothesis that methodological issues are one of
he keys to resolve the debate. Dekle reaches similar conclusions
bout the inappropriateness of employment-based regressions. As
n improvement, Combes et al. (2004) suggest decomposing local
ndustrial employment into the product of average plant size and
he number of plants.

Another argument for the difference between employment and
roductivity growth is that put forward by Combes et al. (2004) and
ingano and Schivardi (2004). When firms in a region-industry face
downward sloping demand curve, employment and productivity
ay diverge, hence they would not expect to obtain the same effects

f agglomeration economies for both measures. Several other rea-
ons may explain why specialization might have a negative effect
n employment growth: congestion externalities, reduced risk of
nemployment due to industrial shocks in diverse cities, costs of
eemployment reallocation. Cingano and Schivardi (2004, p. 726)
uggest that in order to overcome the fact that a number of other
orces other than pure agglomeration externalities, models should
construct a structural model in which agglomeration effects and
ocal industrial structure are jointly determined”.

.2. Productivity

Given the limitations raised by some authors regarding the use of
ome economic growth indicators, researchers have tried to study
he impact of the local economic structure on industrial produc-
ivity more directly. Productivity-based measures are theoretically
loser to the notion of dynamic externalities and may represent
ome improvement over employment-based measures; the com-
on problem, however, is data availability, since output data (either

t firm level or aggregated at regional level) are usually more dif-
cult to obtain. We have reviewed 18 studies using a number of
roductivity indicators such as output per labour hour, total pro-
uction factors, value-added growth, efficiency scores or capacity
o export, the most common of which being plant output.

In specialized regions with a larger labour pool, people learn
asily from each other, and the absorption of different experiences
rom people specialized in similar fields contributes to the faster

uild-up of their skills and thus to their higher productivity. We
xpect the size of the labour pool to be the most important influ-
nce and hence that positive effects of MAR externalities should be
etected more often. Mukkala (2004) nevertheless suggests that
rms located in regions in short supply of workers with a specific
ch Policy 38 (2009) 318–337 331

skill may even experience a decrease in productivity if they have
to recruit employees from other regions or use the less productive
locally available labour. The surveyed research (see Table 10) more
often find Marshall externalities (a majority of share-based indica-
tors) to be promoting regional economic productivity, while Jacobs’
theory (a majority of size-based indicators) is supported less fre-
quently, and it is in fact most commonly non-significant. Since no
article surveyed has studied the effect of agglomeration economies
at the 4- or 5-digit level, we cannot really address the industrial
aggregation level threshold which has been our leitmotiv through-
out the paper. We can nevertheless say that the MAR externalities
effects on productivity growth seem to overshadow the effect of
diversity externalities.

It appears that the inclusion of other explanatory variables or
different ways to measure externalities has an important influence
on the effect of agglomeration externalities on productivity and are
therefore not to be neglected. For example, province-industry out-
put growth in China studied by Gao (2004) yield mixed results
depending on the number of variables included in the analysis.
Specialization and diversity externalities disappear to the bene-
fit of competition in the simple model but when foreign direct
investment (FDI) and exports are taken into account, specialization
externalities become significant alongside a competitive environ-
ment. Jacobs externalities however remain non-significant. Using
value-added growth as the independent variable, Batisse (2002)
shows that specialization (measured as a relative location quo-
tient of value added rather than output as was the case in Gao’s
study) has a strong negative impact in China (her sample is taken
3 years later than Gao’s). She uses a similar measure of compe-
tition (relative number of establishments per value added rather
than output in Gao’s study) which yield a positive influence on
value-added growth. Another distinction is her measure of diver-
sity which uses the same formulation as Combes (2000b) replacing
employment by value added (in comparison, Gao used a simple
Hirschman–Herfindahl index of output). In her study, a more diver-
sified industrial fabric has a positive influence on growth, while in
Gao’s it is non-significant. Henderson et al. (2001) also find that
diversity has a positive effect on real value added per production
worker and in addition, that own-industry employment (a measure
of specialization) positively influence this measure of productivity
in Korea.

Some studies use a number of different angles to address
agglomeration externalities in order to measure the variety of
underlying effects. For instance, de Lucio et al. (2002) find evidence
of MAR externalities affecting productivity growth, but not of Jacobs
or Porter externalities. As mentioned previously, they use four mea-
sures of MAR externalities, two of which are the squared versions
of industrial and regional specialization respectively. They give a
threshold interpretation to the fact that the coefficients of their
simple indices are negative and those of their squared measures
are positive. Below a certain threshold of specialization, MAR exter-
nalities have a negative effect on growth, and above this threshold,
the opposite is true, greater specialization is better for productiv-
ity growth. Furthermore, their measure of industrial specialization
(productivity of region-industry divided by productivity of region)
is more favourable to growth than regional specialization (pro-
ductivity of region-industry divided by productivity of industry).
Despite using a number of MAR externalities indicators, Frenken
et al. (2005) do not find evidence of specialization effects on pro-
ductivity (neither on employment growth), and their measure of
diversity has a negative impact on productivity growth (while it

is strongly positive for employment growth). As mentioned pre-
viously, they use an interesting measure of diversity which they
separate into related and unrelated variety. The former uses the
marginal entropy increase from 2-digit to 5-digit level, while the
latter is a simple 2-digit level entropy measure. They associate
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elated variety to Jacobs economics as it measures the variety within
2-digit level classification. Mukkala (2004) and Almeida (2006) in
ontrast, find evidence of specialization externalities on productiv-
ty. Beardsell and Henderson (1999), Black and Henderson (1999)
nd Henderson (2003) all use plant level data on productivity. They
nd that firms benefit from a more specialized industrial environ-
ent. Henderson (2003) as well as Harrison et al. (1996) use the

umber of plants in the same industry as the firm as opposed to
he traditional number of employees in that sector as a special-
zation indicator. In all these three studies, there is a clear overall
ejection of Jacobs’s theory.

When time series on capital stock can be obtained, total fac-
or productivity (TFP) can be measured. Dekle (2002) compares the
ffect of MAR, Jacobs and Porter externalities on TFP growth and
mployment growth and finds evidence of MAR on the former, but
ot on the latter. At a more disaggregated level of analysis (2-digit

ndustrial classification and geographical unit Class 3 while Dekle
as at 1-digit and Class 2), Cingano and Schivardi (2004) also find

vidence of MAR externalities on TFP growth, but not on employ-
ent growth. Neither study finds that Jacobs externalities have an

nfluence on productivity growth. Capello (2002) and Henderson
t al. (2001) find similar results. Furthermore, Capello separates
mall firms from large firms and show that localization economies
ave a positive impact on the productivity of small firms, but that
rbanization externalities are more advantageous for large firms.
enderson et al. find that productivity increases in high-tech sec-

ors (but not in machinery industries) when there is an increased
ector concentration.

It would therefore seem that including variables such as exports,
ividing the sample into different firm sizes, or modelling MAR
xternalities in several different ways within the same analysis can
ignificantly alter the results. We can nevertheless say that MAR
xternalities better promote productivity growth.

.3. Innovation

The third group of 19 studies attempts to assess the influence of
he specialization and diversification of regions on their innovative
ctivity and that of the firms within. In contrast with the two previ-
us performance categories, firm level analyses dominate. Table 10
as well as Table 15 in Appendix B) show aggregate results slightly

ore in favour of MAR externalities (in percentages), the size-based
ndicator producing a greater number of positive results. In general,

AR externalities diminish and Jacobs externalities are detected
ore often with a more finely grained industrial level, although

he few studies at the 3-digit level yield slightly off target results.
s suggested by Duranton and Puga (2000), a more diverse environ-
ent is beneficial to innovation than a more specialized industrial

ase. This is true when measured at the medium and detailed
ndustrial classifications. The broad industrial level effect however
akes over and pushes upwards the detection of MAR externalities
or innovation production. The industrial classification threshold
ould therefore also seem to be 3-digit when examining the effect

f agglomeration externalities on innovation.
The number of patents is the most frequently selected proxy for

nnovative output. Other indicators encountered are the number
f inventions reported by trade journals, R&D intensity, likelihood
f adopting a particular innovation, number of innovators, innova-
iveness or economic impact of an innovation after 2 years. Patents
ave long been used as an indicator of innovation, because they are
losely related to innovativeness and are based on a slowly changing

tandard; patent information is also quite easily accessible and of
ide coverage. There are nevertheless important limitations to the
se of patents as indicators of innovation as summarized by Jaffe
nd Trajtenberg (2000): “Not all inventions are patentable, not all
nventions are patented, and even if they are, they differ greatly in
ch Policy 38 (2009) 318–337

their quality, inventive output and economic impact, making simple
patent count quality a noisy measure of innovativeness”. To increase
the quality homogeneity, Baten et al. (2005) use only patents that
are being renewed for at least 10 years. Paci and Usai (1999) weight
the number of patents with a dimensional variable (by counting
patents per capita) to correct for the high heterogeneity in the
dimension of the territorial units.

To our knowledge, only 3 studies have utilized the literature-
based innovation output method introduced by Acs and Audretsch
(1987) to retrieve invention counts (Feldman and Audretsch, 1999;
van der Panne, 2004; Baptista and Swann, 1998). This innovation
indicator is considered to be a more direct measure of innovative
activity than are patent counts. Innovations that are not patented
but are introduced to the market are included in the database, but
inventions which are patented but never developed into innova-
tions because they did not prove economically viable are excluded.
This innovation count indicator suffers some drawbacks as well:
The significance and quality of innovations still vary considerably,
the trade journals report mainly product innovations (Feldman and
Audretsch, 1999) and the probability to announce a new product in
a journal is not equal for all firms and products (van der Panne and
van Beers, 2006).

Feldman and Audretsch (1999) find that diversity of comple-
mentary activities sharing a common science base matters more
than specialization for the introduction of new innovation. Using a
slightly similar approach, Paci and Usai (1999, 2000) find evidence
of both specialization and diversity of production (using patent-
based reciprocal GINI index) and innovation (using a patent-based
reciprocal GINI index) activities. Kelley and Helper (1997) also show
that both specialization and diversity matter for the likelihood of
adoption of a new technology. Massard and Riou (2002) construct
their specialization index using a relative location quotient of R&D
investment and show that it has a negative effect on the patenting
activity of French departments. They also include as independent
variables the number of scientific articles as well as business R&D
expenditure. Baten et al. (2005) and Beaudry and Breschi (2003)
distinguish MAR externalities originating in innovative firms from
those in non-innovative firms and find that the former are more
conducive to innovation. Paci and Usai (1999), Shefer and Frenkel
(1998) and van der Panne (2004) all find however that for innova-
tive firms, Marshallian specialization externalities attenuate over
distance. Constructing a proximity index of patent technological
classes, Ejermo (2005) finds evidence of specialization, but not
of diversity for the number of patent applications. In the same
vein, Greunz (2004) tests a number of diversity specifications using
reciprocal GINI indices, Theil indices both as a global measure and
separated into “between” and “within” components. Following the
Hatzichronoglou (1997) classification of 16 manufacturing sectors
into high-tech, medium-high-tech, medium-low-tech and low-tech
she tests the diversity between and within these four technologi-
cal groups. All her measures of Jacobs externalities yield positive
measures except the between Theil index which suggests that in
order to improve its patent production, a region should increase
the diversity of its industrial structure and within each technolog-
ical group, specialization would be preferable. In general, she finds
that diversity influences the production of innovation more than
specialization does.

As Massard and Riou (2002), Beaudry et al. (2001) and Beaudry
and Breschi (2000) do not find evidence that a diversified patent-
base is conducive to innovation. Using a different methodology, van
der Panne (2004) and van der Panne and van Beers (2006) do not

find evidence of the effect of urbanization externalities (measured
by a location quotient) on the number of inventions, of innovators
or on innovation intensity, but they do for the product commercial
performance (further along the product cycle). This contrasts with
the results of Ouwersloot and Rietveld (2000) and van Oort (2002)
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Table 11
Number of positive results per performance indicators and level of study by category of independent variable and industry classification level.

Dependent variable Marshall externalities

Indicators (+ve) Total %b Industry class (+ve)c

Share Size Diversa Total +ve −ve Broad Medium Detail

Region
Economic growth 13 9 22 46% 27% 44%(14) 50%(3) 50%(4)
Productivity 6 3 1 10 71% 14% 67%(8) 100%(1)
Innovation 4 3 7 70% 30% 50%(1) 100%(4) 50%(1)

Sub-total—Region 23 12 4 39 54 % 25 % 50 % 73 % 50 %

Firm
Economic growth 4 4 80% 20% 50%(1) 100%(3)
Productivity 1 2 1 4 80% 0% 100%(1) 75%(3)
Innovation 3 11 1 15 56% 22% 58%(11) 50%(2) 33%(1)

Sub-total—Firm 4 17 2 23 62 % 19 % 59 % 63 % 67 %

Total 27 29 6 62 57 % 23 % 53 % 68 % 56 %

Dependent variable Jacobs externalities

Indicators (+ve) Total %b Industry class (+ve)c

Divers Size Other Total +ve −ve Broad Medium Detail

Region
Economic growth 24 12 2 38 75% 2% 74%(26) 67%(4) 88%(7)
Productivity 2 2 1 5 29% 6% 23%(3) 50%(1)
Innovation 9 9 75% 0% 0% 100%(5) 100%(3)

Sub-total—Region 35 14 3 52 65 % 3 % 58 % 77 % 91 %

Firm
Economic growth 1 1 2 33% 50% 67%(2) 0%(0)
Productivity 3 3 38% 0% 100%(1) 29%(2)
Innovation 7 3 2 12 32% 16% 17%(5) 100%(2) 80%(4)

Sub-total—Firm 8 7 2 17 33 % 18 % 24 % 44 % 50 %

Total 43 21 5 69 53 % 8 % 45 % 64 % 74 %
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a Diversity indicators were grouped with Other indicators described in Table 4.
b Percentage of the total number of indicators, which showed positive or negative
c Percentage of the positive results per each industry classification level: broad (2

hat show that R&D intensity is not influenced by specialization,
ut rather by diversity. Specialization externalities do matter for
number of studies (Beaudry et al., Beaudry and Breschi, van der

anne, van der Panne and van Beers). For Greunz (2004), patent pro-
uction is positively influenced by specialization but for low-tech
ectors only. Shefer and Frenkel (1998) however find that both spe-
ialization (measured by own-industry employment) and diversity
measured by employment in service industries) positively affect
he rate of innovation for high-tech industries, but not for low-tech.

It seems that the performance measure selected as dependent
ariable has an important influence on the final results. On the
ne hand, the summarized findings show that Jacobs externalities
ave a more profound impact on economic growth than Marshall
conomies. On the other hand, if the influence of the industrial
omposition on productivity growth and innovation is studied, Mar-
hall’s theory is more often supported, hence disagreeing with
uranton and Puga (2000) argument mentioned above for eco-
omic growth and innovation. We have proposed some reasons for
his counterintuitive result stemming from the level of aggregation
t which the industries are measured and the narrow industrial
cope of some surveys (at the broad level, MAR externalities are
ore often detected).
Let us finally examine one more structural difference among

hese studies, the level at which the dependent variable is ana-

yzed: whether it is at the level of the firm (the dependent variable
s a performance indicator of the individual firm) or at the level
f the region (the dependent variable measured at the industry-
egion cross-section).20 The studies that have adopted the firm level

20 The regional level analysis is much more common (see Table 16 in Appendix B)
nd most often focused on regional economic growth. At the firm level, however, it
s much more frequent to study the impact of the regional industrial composition
n companies’ innovative performance.
ficant results.
s or less), medium (3-digits), detailed (4-digits or more).

approach have the advantage of being able to treat the economic
environment as exogenous, of taking into account firm charac-
teristics that may influence their behaviour, while their obvious
drawback is firm selection that may bias the results. Table 11 sug-
gests that evidence in favour of Jacobs externalities is slightly more
common at the regional level (65% of positive results for Jacobs ver-
sus 54% of positives for MAR), but in support of Marshall’s thesis
if measured at the firm level, especially if the impact on economic
growth or productivity is analyzed (in total 62% of positives results
for MAR versus 33% of positives for Jacobs). Positive results for
Marshall variables came mainly from share-based indicators at the
regional level, and from size-based indicators at the firm level. This
suggests that a relative size of an industry (its share in the region)
has a positive impact in the form of Marshall externalities on the
economic performance of a region, while it is the absolute size of
the industry which promotes the growth of the individual firms in a
region. Jacobs externalities are detected at both levels using mostly
diversity-based independent variables.

We find that when the study is carried out at the regional level,
the probability of finding Jacobs externalities is always higher no
matter what industrial classification is chosen, whereas at the firm
level, it would usually be MAR externalities (see Table 11). As a
consequence, firm level studies have a tendency to inflate MAR
externalities while regional level studies would tend to inflate
diversity externalities. This also contributes to the differences in
results observed throughout the paper.

The last factor to be briefly mentioned here is the effect of firm
size on the role of externalities in regional performance. Only few
of the reviewed articles distinguish between the firms of different

sizes and these are the firm-level studies. The studies that do, how-
ever, are in agreement: Marshall economies have a positive or more
profound impact on small (or non-corporate) firms (Beardsell and
Henderson, 1999; Mukkala, 2004; van der Panne, 2004), whereas
Jacobs economies are more advantageous for large (or corporate)
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rms (Capello, 2002; Henderson, 2003). Acs and Audretsch (1988,
990) study innovative intensity and show that small firms are more
nnovative in proportion than large firms even though the latter
ntroduced a greater number of product innovations.

. Conclusions

The reviewed empirical work has provided substantial academic
upport for the positive impact of both MAR (specialization) and
acobs (diversity) externalities on regional performance. In addi-
ion, a non-negligible number of negative MAR effects imply that
pecialization of a region may also hinder economic growth. Diver-
ification in contrast is much less likely to produce this negative
mpact. We have investigated whether the fact that the results of
hese studies are often conflicting could be explained by differences
n the strength of agglomeration forces across industries, countries
r time periods, but also by methodological issues and the vari-
us indicators of MAR and Jacobs externalities used in the research.
ur analysis of the evidence presented in the paper strongly hints at
easurement (level of aggregation of both industrial and geograph-

cal classifications) and to some extent at methodological (MAR
nd Jacobs indicators) issues as the main causes for the divergence
bserved in the literature and to the fact that the debate regarding
AR or Jacobs externalities remains unresolved.
Our particular goal throughout the paper was to assess whether

he level of industrial aggregation had an effect on the probability of
etecting MAR or Jacobs externalities. We expected that specializa-
ion and diversity economies would be more likely to be detected
ith a more finely grained industrial classification. By and large

his is what the evidence shows: MAR effects are slightly more
rone to show up at the broad level, the probabilities of detect-

ng MAR or Jacobs effects are quite comparable at the medium
evel and Jacobs effects appear more often at the detailed level,

hile both types of externalities have a stronger positive influ-
nce at a more detailed industrial level. The broad and medium
ndustrial levels include a relatively wide variety of firms classified
n various subsectors (at the 3- or more digit industrial classifica-
ion level). As such, the variables used to detect MAR externalities
robably also partly detect the size of urbanization externalities
ence contributing to inflate the importance of MAR externalities
t these levels of aggregation. This is an extension of the argument
ut forward by Frenken et al. (2005) concerning related and non-
elated variety. The threshold at which the detection of both types
f externalities is non-distinguishable is therefore the medium or
-digit industrial classification, before which specialization is dif-
cult to disentangle from urbanization externalities. At these high

evels of aggregation, agglomeration externalities are definitively
resent, but they are difficult to identify precisely. When analyzed

n conjunction with the industrial classification, geographical dis-
ggregation is more conducive to the detection of both types of
xternalities: the broad industrial level/low geographical disaggre-
ation being the least likely to detect MAR and Jacobs externalities
nd the detailed industrial level/high geographical aggregation, the
ombination most likely to favour the detection of both MAR and
acobs effects. These two measurement issues therefore contribute
o the differences observed in the effects of specialization and diver-
ity on economic performance.

A similar threshold can be found for the distinction between low,
edium and high technology sectors. Although not overwhelm-

ng, there is some evidence that in low-tech sectors, Marshall
xternalities have stronger effects than Jacobs externalities. The

ituation in medium tech sectors yields similar results for both
heories, but differs for the high-tech sectors. The latter slightly
avour diversified regions, while the effects of Marshall exter-
alities are less pronounced. Diversification also appears to be
growth promoter in services. Moreover, it is shown that the
ch Policy 38 (2009) 318–337

role of externalities varies according to the maturity of the indus-
try. Jacobs externalities predominate in the early stages of the
industry life cycle, whereas Marshall externalities enter at a later
point, and in the end, specialization will in fact hinder economic
growth.

The most obvious methodological differences among the studies
are the ones associated with the choice of independent (spe-
cialization, diversity and sometimes competition) and dependent
(economic growth, productivity growth and innovation) variables.
In general, a greater number of studies find negative results for
Marshall externalities when using the location quotient (a rel-
ative measure of specialization) than when using the size of
own-industry employment, whereas the chance of observing a
positive impact of specialization is similar in both cases. The
relative measure therefore more often suggests competition and
congestion effects emanating from the same industrial sector than
would a simpler measure. Furthermore, examining the studies
that account for the three types of externalities (specialization,
diversity and competition), we found that in a non-negligible num-
ber of cases, MAR externalities have a negative or non-significant
effect on employment growth when measured in conjunction with
Porter externalities measured as the relative number of firms per
employee.

There however seem to be distinct effects of each of the exter-
nalities on the different performance measures, used as dependent
variables. Duranton and Puga (2004) suggest that innovation ben-
efits from a more diverse environment but that specialization then
takes over as the engine of growth as the product matures. In
most studies, a diverse environment is indeed more beneficial to
innovation than a specialized industrial base at the medium and
detailed industrial classifications. For the broad industrial level
however, the tendency to detect MAR externalities prevails over
the expected Jacobs externalities for innovation production. This
is probably due to the Marshall externalities over inflation at the
broad level mentioned above. The industrial classification thresh-
old would therefore also seem to be 3-digit when examining the
effect of agglomeration externalities on innovation. Contrarily to
what Duranton and Puga suggest, the evidence surveyed show that
Jacobs externalities favour economic growth more than do Mar-
shall economies but the latter fade to the benefit of the former
with increased industrial disaggregation to reach the same percent-
age of positive results at the detailed industrial level. A number of
authors have however suggested that employment growth is not an
appropriate proxy for productivity growth because, for example, the
local capital stock is not constant over time. And in contrast with
the employment growth results, if the influence of the industrial
composition on productivity growth is studied, Marshall’s theory is
more often supported as would be expected. Some have suggested
that more complex structural models would need to be developed
to address the former properly.

The evidence presented in this paper is quite mixed and much
more work is needed to go beyond the implicit interpretation of
the underlying concept of specialization and diversification exter-
nalities in order to fully understand such an abstract phenomenon
as knowledge spillovers, their localized character and their impact
on the innovative process and regional performance. One such
study would need to test the various measures of dependent
and independent variables with the same data set and compare
the results obtained at various levels of aggregation (both indus-
trial and geographical). In particular the mechanisms through
which such agglomeration externalities operate need to studied

in greater details. Rigby and Essletzbichler (2002) suggest study-
ing in greater details input–output linkages, and the mechanisms
underlying technological spillovers if we are to better understand
these agglomeration externalities. To this end for instance, Jaffe et
al. (1993) identify the importance of patent citations. Duranton and
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Table 13
Number of positive results (dependent variables) per geographical unit.

Geographical Unitc Number of dependent variables
with positive results

MAR only Jacobs only Botha Noneb Total

Class 1 4 4 1 3 12
Class 2 7 4 9 2 22
Class 3 2 6 4 2 14
Class 4 6 6 6 18
Class 5 6 6 11 23

Total 25 26 31 7 89

a Number of dependent variables for which both MAR and Jacobs externalities are
found.

b Number of dependent variables for which neither MAR nor Jacobs externalities
are found.

c Classes of geographical units:

• Class 1: state (US, Mexico), province (China), CSO region (UK), BEA area (US), region
NUTS 2 (full coverage).

• Class 2: county (UK), province (Italy, Spain), prefecture (Japan), department
(France), COROP (Netherlands), region (Israel), CSO region (UK), region NUTS 3
(full coverage).

• Class 3: labour zones: local labour systems (Italy), zones d’emploi (France), local
labour market (Sweden) (full coverage).

• Class 4: Zip-code (Netherlands, Spain), district LAU 1, region NUTS 4 (full coverage).
• Class 5: SMA or MSA (USA), city, urban area (partial coverage).

Table 14
Number of positive results (dependent variables) per geographical region (country).

Geographical region Number of dependent variables
with positive results

MAR only Jacobs only Botha Noneb Total

United States 7 8 6 1 22

United Kingdom 7 1 3 11

Italy 2 3 6 2 13
Germany 0 0 2 2
Spain 2 1 4 7
Netherlands 3 6 2 1 12
France 0 3 1 1 5
Finland 1 0 1 2
Sweden 1 0 1
Portugal 2 1 3
Europe 1 1 1 3
Continental Europe total 12 15 17 4 48

Japan 1 1 2 4
China 0 1 1 2
Mexico 0 0 1 1 2
Korea 0 1 1 2
Brazil 1 0 1
C. Beaudry, A. Schiffauerova /

uga (2004) suggest to examine sharing, matching and learning.
ther studies have started to examine the effect of social collabo-

ation networks in conjunction with clusters (Breschi and Lissoni,
003, 2006).

In the mean time, what do we gain from this taxonomy exer-
ise? There are quite important implications of this investigation
or public policy. Whether the externalities needed for a successful
evelopment of a particular industry and a particular region are of
AR or Jacobs kind may affect the design of a regional development

trategy. This paper suggests that in regions with mature, low-tech
ndustries, regional policy should emphasize the development of
narrow set of economic activities in the region in order to foster

nnovation activities, which should then lead to greater productiv-
ty. In high-tech regions, on the other hand, policy should focus on
he creation of a diverse set of economic activities, which should
nhance future economic development.
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ppendix A. Categories of performance indicators

conomic growth
mployment Growth or size
ew firms Total or per area, proportion
age growth Adjusted or not

ther economic growth Plant size, number of plants (total or per area),
of employees per area

roductivity
utput and TFP Plant output, output per labour hour, total

factor productivity
alued added Growth or VA over labour
ther productivity Efficiency scores, capacity to export

nnovation
atents Total or per capita
nventions Numbers reported by journals
nnovation adoption Likelihood of innovation adoption
&D intensity
ther innovations Number of innovations, of innovators,

innovativeness, impact
ppendix B. Number of positive results counted by
ependent variable

Table 12 .

able 12
umber of positive results (dependent variables) per industry class.

ndustry classification level Number of dependent variables
with positive results

MAR only Jacobs only Botha Noneb Total

road (1-digit and 2-digit) 15 16 17 5 53
edium (3-digit) 5 4 6 15
etailed (4-digit and more) 4 5 5 1 15

otal 24 25 28 6 83

a Number of dependent variables for which both MAR and Jacobs externalities are
ound.

b Number of dependent variables for which neither MAR nor Jacobs externalities
re found.

Israel 0 0 1 1
Other total 2 3 5 2 12

a Number of dependent variables for which both MAR and Jacobs externalities are
found.

b Number of dependent variables for which neither MAR nor Jacobs externalities
are found.

Table 15
Number of positive results (dependent variables) per performance indicator.

Dependent variablec Number of dependent variables
with positive results

MAR only Jacobs only Botha Noneb Total

Economic growth
Employment 4 13 12 3 32
New firms 1 2 5 8
Wage growth 2 1 1 4
Other economic growth 2 2
Economic growth sub-total 7 18 17 4 46
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Table 15 (Continued )

Dependent variablec Number of dependent variables
with positive results

MAR only Jacobs only Botha Noneb Total

Productivity
Output and TFP 9 2 1 2 14
Valued added 1 2 3
Other productivity 1 1 2
Productivity sub-total 10 3 4 2 19

Innovation
Patents 4 7 1 12
Inventions 2 2 4
Innovation adoption 2 2
R&D intensity 2 2
Other innovations 2 1 1 4
Innovation sub-total 8 5 10 1 24

Total 25 26 31 7 89

a Number of dependent variables for which both MAR and Jacobs externalities are
found.

b Number of dependent variables for which neither MAR nor Jacobs externalities
are found.

c Appendix A provides more details on these performance indicators.

Table 16
Number of positive results (dependent variables) per performance indicator and
level of study Performance indicators per level of study by category of dependent
variable.

Dependent variable Number of dependent variables
with positive results

MAR only Jacobs only Botha Noneb Total

Region
Economic growth 4 17 16 4 41
Productivity 7 2 3 2 14
Innovation 2 2 3 1 8

Sub-total—Region 13 21 22 7 63

Firm
Economic growth 3 1 1 5
Productivity 3 1 1 5
Innovation 6 3 7 16

Sub-total—Firm 12 5 9 0 26

Total 25 26 31 7 89

a Number of dependent variables for which both MAR and Jacobs externalities are
f

a

R

A

A

A

A

A

A

A

A

B

B

B

B
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ound.
b Number of dependent variables for which neither MAR nor Jacobs externalities

re found.

eferences

cs, Z.J., Audretsch, D.B., 1988. Innovation in large and small firms: an empirical
analysis. The American Economic Review 78 (4), 678–690.

cs, Z.J., Audretsch, D.B., 1990. Innovation and Small Firms. MIT Press Cambridge,
Massachusetts.

cs, Z.J., Audretsch, D.B., 1987. Innovation, market structure and firm size. Review of
Economics and Statistics 69, 567–575.

lmeida, R., 2006. Local Economic Structure and Growth, World Bank Research
Department, Working paper.

nselin, L., Varga, A., Acs, Z., 1997. Local geographic spillovers between univer-
sity research and high technology innovations. Journal of Urban Economics 42,
422–448.

rrow, K., 1962. The economic implications of learning by doing. Review of Economic
Studies 29, 155–172.

udretsch, D.B., Feldman, M.P., 1996. R&D spillovers and the geography of innovation
and production. American Economic Review 86, 630–640.

utant-Bernard, C., 2001. The geography of knowledge spillovers and tech-
nological proximity. Economics of Innovation and New Technology 10,
237–254.

aldwin, J.T., Brown, W.M., 2004. Regional manufacturing employment volatility in
Canada: the effects of specialisation and trade. Papers in Regional Science 83 (3),
519–541.

aptista, R., Swann, P., 1998. Do firms in clusters innovate more? Research Policy 27,

525–540.

aptista, R., Swann, P., 1999. A comparison of clustering dynamics in the US and UK
computer industries. Journal of Evolutionary Economics 9, 373–399.

aten, J., Spadavecchia, A., Yin, S., Streb, J., 2005. Clusters, externalities and innova-
tion: new evidence from German firms, 1878 to 1913, Working paper: 2005/4.
ch Policy 38 (2009) 318–337

Bathelt, H., Malmberg, A., Maskell, P., 2004. Clusters and knowledge: local buzz,
global pipelines and the process of knowledge creation. Progress in Human
Geography 28 (1), 31–56.

Batisse, C., 2002. Structure industrielle et croissance locale en république populaire
de Chine. Revue Région et Développement 16, 85–110.

Beardsell, M., Henderson, V., 1999. Spatial evolution of the computer industry in the
USA. European Economic Review 43, 431–456.

Beaudry, C., 2001. Entry, growth and patenting in industrial clusters. International
Journal of Economics of Business 8, 405–436.

Beaudry, C., Breschi, S., 2000. Does ‘clustering’ really help firms’ innovative activi-
ties?, CESPRI, Working paper 111.

Beaudry, C., Breschi, S., 2003. Are firms in clusters really more innovative? Economics
of Innovation and New Technology 12, 325–342.

Beaudry, C., Breschi, S., Swann, G., 2001. Clusters, innovation and growth: a com-
parative study of European countries. In: Dunning, J., Mucchielli, J.L. (Eds.),
Multinational Firms: The Global and Local Dilemma. Routledge, London, UK,
pp. 190–213.

Beaudry, C., Swann, P., 2001. Growth in industrial clusters: a bird’s eye view of the
United Kingdom, The Stanford Institute for Economic Policy Research at Stanford
University, SIEPR Discussion Paper No. 00-38.

Beaudry, C., Swann, P., 2007. Firm-level growth in industrial clusters: a bird’s eye
view of the United Kingdom. Small Business Economics (on line since December
2007).

Black, D., Henderson, V., 1999. Spatial evolution of population and industry in the
United States. In: AEA Papers and Proceedings 89, pp. 321–327.

Boschma, R., Neffke, F, van Oort, F., 2005. Externalities and the industry life cycle,
CEFR 5th Spring School in Economic Geography, Cagliari, May 2005.

Breschi, S., 1999. Spatial patterns of innovation. In: Gambardella, A., Malerba, F. (Eds.),
The Organisation of Economic Innovation in Europe. Cambridge University Press,
Cambridge, pp. 71–102.

Breschi, S., Lissoni, F., 2003. Mobility and social networks: localised knowledge
spillovers revisited, CESPRI Working Papers 142.

Breschi, S., Lissoni, F., 2006. Mobility of inventors and the geography of knowledge
spillovers. New evidence on US data, CESPRI Working Papers 184.

Cainelli, G., Leoncini, R., Montini, A., 2001. The evolution of industrial sectors in
Europe. In: Nelson and Winter Conference, Aalborg, 12–15 June 2001.

Callejon, M., Costa, T., 1996. External economies and the location of an industry.
In: 36th European Congress of European Regional Science Association, Zurich,
Switzerland, August.

Cäniels, M., 1999. Knowledge Spillovers and Economic Growth: Regional Growth
Differentials Across Europe. Edward Elgar, Cheltenham.

Capello, R., 2002. Spatial and sectoral characteristics of relational capital in innova-
tion activity. European Planning Studies 10, 177–200.

Cingano, F., Schivardi, F., 2004. Identifying the sources of local productivity growth.
Journal of the European Economic Association 2, 720–742.

Combes, P.-P., 2000a. Economic structure and local growth: France 1984–1993. Jour-
nal of Urban Economics 47, 329–355.

Combes, P.-P., 2000b. Marshall–Arrow–Romer externalities and city growth, CERAS
Working paper, No. 99-06.

Combes, P.-P., Magnac, T., Robin, J.-M., 2004. The dynamics of local employment in
France. Journal of Urban Economics 56, 217–243.

Costa-Campi, M., Viladecans-Marsal, E., 1999. The district effect and the competitive-
ness of manufacturing companies in local productive systems. Urban Studies 36,
2085–2098.

Cota, J., 2002. Agglomeration economies and urban manufacturing growth in the
northern border cities of Mexico. El Colegio de la Frontera Norte Autopista
Tijuana-Ensenada, Working paper.

De Lucio, J., Herce, J., Goicoela, A., 1996. Externalities and industrial growth. Spain:
1978–1992. In: 36th European Congress of European Regional Science Associa-
tion, Zurich, Switzerland, August.

de Lucio, J., Herce, J., Goicolea, A., 2002. The effects of externalities on productivity
growth in Spanish industry. Regional Science and Urban Economics 32, 241–258.

Deidda, S., Paci, R., Usai, S., 2006. Spatial externalities and local economic growth.
Crenos and University of Sassari, Contributi di Ricerca CRENoS 02/06.

Dekle, R., 2002. Industrial concentration and regional growth: evidence from the
prefectures. Review of Economics and Statistics 84, 310–315.

Duranton, G., Puga, D., 2000. Diversity and specialisation in cities why, where and
when does it matter? Urban studies 37 (3), 533–555.

Duranton, G., Puga, D., 2001. Nursery cities. American Economic Review 91,
1454–1475.

Duranton, G., Puga, D., 2004. Micro-foundations of urban agglomeration economies.
In: Henderson, J.V., Thisse, J.-F. (Eds.), Handbook of Regional and Urban Eco-
nomics. North-Holland, pp. 2063–2117.

Ejermo, O., 2005. Technological diversity and Jacobs’ externality hypothesis revis-
ited. Growth and Change 36, 167–195.

Feldman, M., 1994. The Geography of Innovation. Kluwer Academic Publishers,
Boston.

Feldman, M., Audretsch, D., 1999. Innovation in cities: science-based diversity, spe-
cialization and localized competition. European Economic Review 43, 409–429.

Forni, M., Paba, S., 2002. Spillovers and the growth of local industries. The Journal of
Frenken, K., van Oort, F., Verburg, T., 2005. Variety and regional economic growth in
the Netherlands. In: Regional Studies Conference on Regional Growth Agenda’s
Aalborg, 28–31 May.

Gao, T., 2004. Regional industrial growth: evidence from Chinese industries. Regional
Science and Urban Economics 34, 101–124.



Resear

G

G

G

H

H

H

H

H

H

H

H

H

J
J

J

J

K

K

K

K
K

L

L

L

M

C. Beaudry, A. Schiffauerova /

laeser, E., Kallal, H., Scheinkman, J., Shleifer, A., 1992. Growth in cities. Journal of
Political Economy 100, 1126–1152.

reunz, L., 2004. Industrial structure and innovation: evidence from European
regions. Journal of Evolutionary Economics 14, 563–592.

riliches, Z., 1992. The search for R&D spillovers. Scandanavian Journal of Economics
94, 29–47.

anson, G., 1998. Regional adjustment to trade liberalization. Regional Science and
Urban Economics 28, 419–444.

arrison, B., Kelley, M.R., Gant, J., 1996. Specialization versus diversity in local
economies: the implications for innovative private-sector behaviour. Cityscape:
A Journal of Policy Development and Research 2, 61–93.

arrison, B., Kelley, M.R., Gant, J., 1997. Innovative firm behaviour and local milieu:
exploring the intersection of agglomeration, firm effects, and technological
change. Economic Geography 72, 233–258.

atzichronoglou, T., 1997. Revision of the High-Technology Sector and Product Clas-
sification, OECD Science, Technology and Industry Working Papers, 1997/2, OECD
Publishing.

enderson, V., 1986. Efficiency of resource usage and city size. Journal of Urban
Economics 19, 47–70.

enderson, V., 1997. Externalities and industrial development. Journal of Urban
Economics 42, 449–470.

enderson, V., 2003. Marshall’s scale economies. Journal of Urban Economics 53 (1),
1–28.

enderson, V., Kuncoro, A., Turner, M., 1995. Industrial development in cities. Journal
of Political Economy 103, 1067–1085.

enderson, V., Lee, T., Lee, Y., 2001. Scale externalities in Korea. Journal of Urban
Economics 49, 479–504.

acobs, J., 1969. The Economies of Cities. Random House, New York.
affe, A.B., 1989. Real effects of academic research. American Economic Review 79,

957–970.
affe, A.B., Trajtenberg, M., Henderson, R., 1993. Geographic localization of knowledge

spillovers as evidenced by patent citations. Quarterly Journal of Economics 108,
577–598.

affe, A., Trajtenberg, M., 2000. The meaning of patent citations: report on the
NBER/Case-Western Reserve Survey of Patentees. NBER Working Papers No.
7631.

ameyama, Y., 2003. Dynamic Externalities and the Growth of Manufacturing
Employment in Japanese Cities: The Roles of Specialization and Diversity. The
International Centre for the Study of East Asian Development, Otemachi, Japan.

elley, M., Helper, S., 1997. Firm size and capabilities, regional agglomeration, and
the adoption of new technology, Carnegie Mellon University, Working paper.

ing III, C., Silk, A., Ketelhöhn, N., 2002. Knowledge spillovers and growth in the dis-
agglomeration of the U.S. advertising agency industry, Harvard Business School
Marketing Research Papers.

rugman, P., 1991. Geography and Trade. The MIT Press, Cambridge, MA.
rugman, P., Vanables, A.J., 1995. Globalization and the inequality of nations. Quar-

terly Journal of Economics 110 (4), 857–880.
e Blanc, G., 2000. Regional specialization, local externalities and clustering in infor-

mation technology industries. In: XII Villa Mondragone International Economic
Seminar Knowledge Economy. Information Technologies and Growth, Univer-
sity, Tor Vergata, Roma.

ee, B., Sosin, K., Hong, S., 2005. Sectoral manufacturing productivity growth in
Korean regions. Urban Studies 42, 1201–1219.
oikkanen, H., Susiluoto, I., 2002. An evaluation of economic efficiency of Finnish
regions by DEA and Tobit models. In: 42st Congress of the European Regional
Science Association, Dortmund, Germany, 27–31 August 2002.

ano, Y., Otsuka, K., 2000. Agglomeration economies and geographical concen-
tration of industries: a case study of manufacturing sectors in postwar Japan.
Journal of the Japanese and International Economies 14, 189–203.
ch Policy 38 (2009) 318–337 337

Marshall, A., 1890. Principles of Economics. MacMillan, London.
Massard, N., Riou, S., 2002. L’impact des structures locales sur l’innovation en France:

Spécialisation ou diversité? Régions et développement 16, 111–136.
Monseny, J., 2005. On the scope of agglomeration economies: evidence from Catalan

zip codes, Institut d’Economia de Barcelona, Working paper.
Mukkala, K., 2004. Agglomeration economies in the Finnish manufacturing sector.

Applied Economics 36, 2419–2427.
Nakamura, R., 1985. Agglomeration economies in urban manufacturing industries:

a case of Japanese cities. Journal of Urban Economics 17, 108–124.
Ouwersloot, H., Rietveld, P., 2000. The geography of R&D: tobit analysis and a

Bayesian approach to mapping R&D activities in the Netherlands. Environment
and Planning A 32, 1673–1688.

Paci, R., Usai, S., 1999. The role of specialisation and diversity externalities in the
agglomeration of innovative activities, University of Cagliari and CRENoS, Work-
ing paper.

Paci, R., Usai, S., 2000. Externalities, knowledge spillovers and the spatial distribution
of innovation. GeoJournal 49, 381–390.

Paci, R., Usai, S., 2005. Agglomeration economies and growth in Italian local labour
systems, 1991–2001, Working paper.

Porter, M., 1990. The Competitive Advantage of Nations. Macmillan, London.
Porter, M., 2003. The economic performance of regions. Regional Studies 37,

549–578.
Romer, P., 1986. Increasing returns and long-run growth. Journal of Political Economy

94, 1002–1037.
Rigby, D.L., Essletzbichler, J., 2002. Agglomeration economies and productivity dif-

ferences in US cities. Journal of Economic Geography 2, 407–432.
Rosenthal, S., Strange, W., 2003. Geography, industrial organization, and agglomer-

ation. The Review of Economics and Statistics 85, 377–393.
Saxenian, A., 1994. Regional Advantage: Culture and Competition in Silicon Valley

and Route 128. Harvard University Press, Cambridge.
Shefer, D., Frenkel, A., 1998. Local milieu and innovations: some empirical results.

The Annals of Regional Science 32, 185–200.
Suedekum, J., Blien, U., 2005. Local economic structure and industry development

in Germany, 1993–2001. Economics Bulletin 15, 1–8.
Swann, P., Prevezer, M., 1996. A comparison of the dynamics of industrial clustering

in computing and biotechnology. Research Policy 25, 1139–1157.
Swann, P., Prevezer, M., Stout, D. (Eds.), 1998. The Dynamics of Industrial Clusters:

International Comparisons in Computing and Biotechnology. Oxford University
Press, Oxford.

Usai, S., Paci, R., 2003. Externalities and local economic growth in manufacturing
industries. In: Fingleton, B. (Ed.), European Regional Growth. Springer-Verlag,
Berlin.

van der Panne, G., 2004. Agglomeration externalities: Marshall versus Jacobs. Journal
of Evolutionary Economics 14, 593–604.

van der Panne, G., van Beers, C., 2006. On the Marshall–Jacobs controversy: it takes
two to tango. Industrial and Corporate Change 15, 877–890.

van Oort, F.G., 2002. Innovation and agglomeration economies in the Netherlands.
Journal of Economic and Social Geography 93, 344–360.

van Oort, F.G., Stam, E., 2006. Agglomeration economies and entrepreneurship in
the ICT industry, Erasmus Research Institute of Management, Report Series ERS-
2006-016-ORG.

van Soest, P., Gerking, S., van Oort, F., 2002. Knowledge externalities, agglomeration
economies, and employment growth in Dutch cities, CENTER Discussion Paper

No. 2002-41.

Viladecans-Marsal, E., 2000. External economies and location of industrial activi-
ties: an analysis of the Spanish case. In: The 40th European Regional Science
Association Congress, Barcelona.

Viladecans-Marsal, E., 2004. Agglomeration economies and industrial location: city-
level evidence. Journal of Economic Geography 4, 565–582.


	Whos right, Marshall or Jacobs? The localization versus urbanization debate
	Introduction
	Knowledge externalities
	Indicators of MAR and Jacobs externalities
	MAR externalities
	Jacobs externalities

	Industrial classification
	Level of aggregation
	Industrial sectors

	Geographical considerations
	Geographical unit
	Countries and regions

	Performance measures for regions and firms
	Economic growth
	Productivity
	Innovation

	Conclusions
	Acknowledgements
	Categories of performance indicators
	Number of positive results counted by dependent variable
	References


